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g il laseidl Baga and e Aliie cila Al Glaball e vl el o
S ol 2l lubl 03 s (e + e lihaY) elSHly Ausulall

At e Eladl e vl @S el aladl) alsdiul QLD Gige o8 RESH (1
CNN @l [3] (Adibpour et al) axdiud «Jball dae e 2&adY) e e C2iSI CNNs

b hskill sl [4] (Liu et al) Cucapeiod LS L Alle 38y daseiall L8] Qe il
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GRlL Al clall sda dullad o 8aS5e (Bl aladll aladialy madll e asd
Aotz

e e ol Gluahall sy dugaladl Al aladiul Jagdd) cge Ciial (2
Z)AIY sl dallas o adiey Wi [5] (Zhang et al) 758 «Jid) Juw e Jagal)
G Glo cluball oi 565 e Wl @l pay cagual) iy Jagdl) jgem (e e
ool lond Tag Tl Aalal) Aspedaall (po Yy (daSal) f sell Jie) 520

S ks Bl Bl sl il o)) dolia (B olhal) oIS cliubs (3
[6] Basad) Aalyes Y] ) manall (o caendl) deliva (ho Adlide Culn A e lihaa]
gl 13a & ellaal) oIS Abgatl) ISY) e 2S5 cludall 038 (Chen et al).

zala L& o A (e waall 35a e w23l o tqugl) o e lilual) olSY) il i (4
() 5l Cllgall Caras Jia) dale c¥lae 8 Cusll ye jseall Ciiail Branl) alal
Gy bogall o Claswidl Baga anil deaade zila L& e S5 A @l of V)

RRPREWY db:l Y Z\:A.GLQB Cuy Cilata P (ASTM d:m) 8ldasa 2\:\.91.\.‘4 Jﬁu

Alat) A yal) dadlocag ddald) 5gadl) .1.6
AN Al Cigadll aaat Kay el Jaldl) (bl e 2l

Slad dsmg (e eVl Lo tASTM D2255-09 laal ladg duidaall hagedll djglan e 5850 .1
e sl IS8 S5 D cluhal) Ll dlis G V) dasall e e Sl Jsa
Gradl el o 3Ly Gaeed) aladll £l aladiuly Ll gl dojedie Capia dial
e Yay Tadl) Uil i saase age e S5 clulll alaes LASTM D2255-09 bl
Aoyedaall Jalid) sl
Grand) aletll £ 3lat ot oy pant AU ciluall A8 gl o AU ae aanl) alaill ey 22
o Cmiledl) Grensiaall padna) Algas ddelin Cuy LaieS laydig Jagdll Ljelae Caiadl

LS Jglall Leall Gkl (Sl (g5 e geodll 138 e il
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Gl A Slahal) e yaad) s sl By diis @bl Lo z3sal) daa e a3 L3
Gsise olin el Ty 28y Lehioaly lgnen o Aikiin iy e zalall ol (pe Jalal

A
(DA (e Clgadll 538 a3 LAl Ll agud

B (ResNet18 e alaall J& aladinl) (Gaee alad m3sa cuplig el 1S3 Clplual zagad gkl .1
ASTM D2255-09 cilagl joua e 2l 8y duladl) Jagdll dojglae st e

Gilagl jsaa Jheaty Gredtionall macd Aide i Cag duaia L) :AbalSia cug duaia yighily avanal .2
(@S (S)sh il o Joaandly Jasudll 4yelaa

By G Ll pledl dids Glly Glo zigailly i) oldl aniy las) i leal) @@adl .3
Aoclia

Conclusion Ml .1.7
alailly Lusalal) L5 0 Claadaiy (dagadll 5asa avity Aabeiall dialall bVl Jeadl) 138 (o jaicd sl
DA b Cugll claid) 539 ASTM D2255-09 Jlina daeal ) 8Ll caill delia b (3aell
il dacsumgay Al Jsla okl daaly dals dllia o (abain¥) il . elihal) (ISY) # 3l
pald oladidl ALE dipaa 3 Jolad) sl Lass eliall uleall Gy dpidadl) Lagadl) ek
ASH diaie yoliiy aenall AlalSie dumgie ant P e Sloadll 038 dalles 3 &S L)

c,y.uj\ delia (55 EJ}_AE\ 2\_;.3.\).4 QL:AAQ 2\3.3‘9 5:;1.&5 (e )ﬂ Laa &L‘#‘ 2\:1‘)@.2.4 g_,Q:Lua:tS
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deibadll Jo3all dea o giS Silagal gl : L Juaadl .2
tagad 2.1

1964 ale & cadliy 1938 ale b 8ye Jo¥ duibadll J3al) djglae vl dalidl) Clialgall Cinaic)
oo Al IS (5S5 2aae J38 i Jlae i Al U5+ jseall (e bl (uad (g0 (58 €S
@ (D)5 Juadll (& (A) Al Cus (A, B, C, D) Jiad) djelae dapy i Sigem IS ¢ hpua
i day Aldes JST Jg3all jai gt o Laliad) e 1975 sle 8 BN Alalid) i 25 . Jgu)
Aludes dilaly Walis SSY) dlavsgiall Jodladl 3 Uil ey Judbedl (S dealye )88 clipuanl)
g Abaall Hpeall e el G e (555 Apgdaall il dalidl) ddealgal) Cnsial @iy suas
la )35 (offset photo printing) Cauedsy) 5ysea delibs aladiul & Ljglaall dfiaal) Judla) s2a 7 )
& 13 daaly (S5 o 1979 alad 25l Alabid) (e (AB) Ljelad) sy of s 85,1979 ole b
1S Jsn Daalle dglaatind Al Cajal 1987 alall Ludi 51987 ale 8 Al Aldud) mon s
s il Jadil Lyglaall ilagl lie) )5 Aull 508 ggun by . Ja) Aupedae ilagl alasiad
Gl aed (g Buibadl) J5al dpglan auil Lokl diealgal) (o5 Alanals 5ajial) Sl glsil
el e Al € 0385 (172) Jsandl Gan 23na Jg et Jlae Jid Aldes IS+ ppeall (10
@ (D)5 ) & (A) dnal) s (A, B, C, D) Jall dnyehae dap> Jich ygen JS cdjbna yyea

gibadl) Ja gl Cavieail &jliae 8y5m 20 a9 Alanally cfgud)

Jai) Aupglaal djlaal) Jedladl jai c¥laa 3(1-2) Jgsall]

M*’ al) d})}j\ ‘)A.I &'-\Y\A-A
AT
(Ne) Hiall Jiall 8yas tex
1 3'sto 7's 200 to 84+
2 T+'s to 16's 84 to 37+
3 16+'s to 36's 37 to 16+
4 36+'sto 70's 16 to 8.4+
5 70+'s to 135's 8.4 to 4.4+

17



LAY s Lk 2.2
Al Abalal Gy (1-2) JSAIL igall Jy3al Lelan Slen plasinls Uyl Apean JLas) s
(A,B,C,D, E, F) alially 3l Jagyaall (o S el s JLid) i Gus L[1] (ASTM D-2255)
S (i el Gl S LR A b Al OS5 a3l e Yl ae 2L
A5l Ji Ao it e lldg celagad) daglll e Johall saaly 3 daglhaall Jgiall Gl sae s

Aladl) J g5l duyghia Slga :(1-2) Jeai
Jagudll :\ﬁ)@.h.a e.-.‘é"-'#ﬁ aial .2.3

i Al Al (il )bl Glaglll Hgun pe Lgihlay dujglaall Slea (e Hloa¥) dagl Al
by Gua ((2-2) JKE miags WS (ASTM-D2255-09) dbwalgall covn idill Jiall 5yai \gal)
G dgbaall Adeded) ja g ehigadl daglll o ddgalall Jiall A (n A1AIL a5k 525 (53l
Jalall asty o dasll ehal puen o laliiie lojsi lejse sgaall 058 of (e dulia selial da
JS el (A, B, C, D) JLaaY) dual o) duglaall da)3 Cann Jgiall dujglaal auit dayy elhaely

b WS 1] Ll diealgall Lasig dpglaal) i cilays (g Ay
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gt Ll hd il B (e gl aan ayn Yol bk die o (giiad Y OGA dnpl) e
A dge e Yy By ) Ao (gt Vs dpallanly daal) o2 (& 53]l

Do sbal B o S8 el ¥ sk e e (ggin oSl Alish de e (g3 Y 1B Aapdll
A Gl e s ST el ey 2 e (ggind 3580 ol oIS e Al sl

B Al e Al Al palls i3l e Sl 2Ky Joly ST i o (g 1C Aapd) o
A ) g Al ST 055 QA Sl Aadlly A58l Y1 o DRV

e e gty Joall Dkl Cileal B G lgana ai lly 5l Sl e (ggiat D Ayl e

823w dagdys A0a% 3hlie oy ST duse dlgag

Al ) ) guy (el Al Al (e ALNRAY 1(2-2) JSEI2

Bacinall Lplill dbealpal) Conen Ausaldl) Aldd) dfadl) Zulanall geall Yo (3-2) JSEN miag,

.(ASTM-D2255-09)
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Grade A Grade B Grade C Grade D

Baainall Lanwbsl] diualsall s Aesaldl] Aloadeadl djlunal) suall 1(3-2) JSi3

:Conclusion 4adall .2.4

Lo dleny lee (goull Qb)) o adiey J3al) dujghae audn sl of Laadl Juadl) 120 b
Bl Cag e sl laads g (il ClSlay Blgar sl 435S aniil) oL Undl) Sy
il Alens ALl ol (6l Jalall auat Guh e lela ) Jolad N AICEA el Lag
dal (e e liall ISA) by plsdg daadll Hpeall dallan o adins Ciddife Cslals die LabaauYls

caxilly HLEAY] dolesy Al lyirially 3l Y dae gunge @l o Jguand)

z3salll gty seliy Les o3l dijelae agdl J3all duia 8 daclad 52l Jeadll 138 i) (Ko
dallee b e adiain Ally Joiall dedae il dae)lsa o Joaall Gl 138 e 250l
cmlad (S8 e liall (ISl daddyl) sual
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Lz Lo g Aiaddl 5yguall sl Jyadll .3
Digital Image & Processing

g 3.1

lagd e Lan cdontiondl Lol )l ulaill Ganss Byseall astlie (g hose Capd & Jeadll 130 3
Al e Sage JSa el &3 Adadl 813 . Lgiatlaay Lgiiadyg Bpsaall Ay AT et Al laialy
Bl Jogad iyl ) JEY) & .ol B Bl K @lld 4 e o)) ve jlad) Slea
pgd o daadll 12 aelinw Julb 48yl 5ysuall dadlen Jo el &5 o5 40l 5ygea ) duendall
sy Aaldl) Ljlaall Jdlad) Hsem of Jliie) e lgae Jalail) Jgon Laa 8yguall Slglad ol
idens Ll dal (e lgle eliall oIS i Gukt J8 4 dalleal dalay lagall dijglae
ikadl) Lagudl) L jglae

1493, Adly sl bl 3.2

dahyeS zlsal (o cdpclia jilas gl (UaedllS) damubh jolas e O elgw eguall il
Cligig b Al e bl K6 e ian dagall Jelay ddlida (electromagnetic waves)
Jall 8 elas LS ¢(380-740 nm) O zshS dunge Jlghl e (Jpal) egall Jlae s - (photons)
A el 2adY) Jilas (Ko .(The electromagnetic spectrum) el canlall e (golall (1-3)

Al Ll Llsll ) ala sdise o e

HIVAVAVAVAVAVA VAN

0.0001 nm 0.01 nm 10nm 1000 nm  0.01 cm 1cm Tm 100 m
I I 1 1 ! 1

Gamma rays Xrays Ulira- || Infrared Radio waves
violet

Radar TV FM AM

i Visible light i
T T

T T
400 nm 500 nm 600 nm 700 nm

Ll dadll) Jlaw e Ldpall zlsad) Jlshl Jlaa :(1-3) Jeidd
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G Lae ¢ Fseall jraall (dEal Gslall auall Lo s3lll Adguall Cilagall Jlphal cabias Jully
Al gl e capd lly (Metamerism) 8l sda cad ol Lo Sl g5l WA
(2-3)5 (1-3) Voledl alatinly byl Cadall (o el L[7] (Figeal) Haead) Dl ol

[8] (E) energy 4alalls (1) frequency235ll ¢(A) wavelength dage Job :aGl Glallhiadll

=S (1-3)

7

c=2.998x108 m/s = 3x108 m/s ¢sguall 4y :C Cun
.C
E=hv=— (2—3)

— AN saslgs (B) 8l Luldig .h= 6.62606891x107 I.s = 6.63x1074 J.s «lDl <l th Gua

.(electron-volt) Jalsd

sl jrad) dadl 5 el Cua Lelpen Aaliy Sias 3l ol 4550 Yl (2-3) S mias)
) eDUaily anall (e Bl Clig SN g ) 525 Lae diase skl Ba auall ) Jai (A)
Jobs dxsl 2an (e @l oY) Wlsiue ) cilig iSY) oda Gians 8250 Niey el Ll s
g dalil) aids Laily Desl Tesen ehaall dalil) s ¥ lllall o3 & gl (B) wan dase
O Gl Aslil) e e S 5aa) ol Cilangi desane lie Lo lgade 8Ll Jyal) esuall cilass
el b of g ladll Dy caall Le$mg saa¥1 sl utiaTid uall () duead) AN ) s
Al Glagall Jlshl o Sl aabiad Y el dalall dpdad)l Gl g5 . jeal) sl a

plaa Sl Luals s £ Lol 5 o i g Gl

) sl &g, AT 1(2-3) J<as
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souall dage Johal e (3) 15 sV ¢ paa) Oll Janylaall aliaial ciliaia (3-3) JSall el
9] Cpall e Ll

445 nm 535nm  575nm
=
B
3 Blue Red
2
g
:—E'
3
=]
S
&
g
S
<
| | [ 1 1 |
400 450 500 550 600 650 700 nm
2 8 85 5§ zH B 3
£ Z F & E & =5 3 &
& 5 > 9 2 =& 8
g E=i =1 ezl E=}
£ = b £y 3
2 5 M ) ]
= = = B
kel 4

BV 52l aal) O sll) Jasjlie (e ggaall pabiaial :(3-3) JSidi6
S ¥ Julls cGp)) o emal Gaal et enhe Gff aas Vo4 il a3 e LD
Blefye 3 13 ) Jadé (Primary Colors- RGB) &ds¥! o))l Tr (e il el LS e Jgaall
[10] s el dersicadl) toabaall o ¢Aailil) dasall Joka

Gaaiiy L Olll @y A daalad) el ay :Additive Color mixing d8LaYL o)) zhe (1
o AV Gl Jalin Lavie Lol el dad adgil Agcal) LU dasall JishY) dil)
L sl Jals Leasies (a-4-3) JSAL el WS L pan) egall alsiy Lgnians e Fumngall Ll
(Secondary colors) agilll N Uil sl gl dungall JlshY) e A Ol e
-(yellow) Syl (cyan) oSyl ¢(Magenta) Ols> LY =Y

¢l caliall) shall algall aladiul in s :Subtractive Color Mixing 7kl RN o (2
Ladl (eang dgall e Adgcall 2V e ALl Lansall Jlgha¥) AL dlgall 038 agiiy (DUl
Osa V1 25 A0 @bl ol 25 die cayan 05l A5 ey Lae 2aa Aage Jobu Aigen
b-) <&l mag WS 2 s | (g5 & lgans aa (yellow) Yy (cyan) 3lsSall ((Magenta)
b Y sl L ) Taal) 3 Al ol o JsV) Tad) 8 Ll ol o Jaadl L (4-3
LS Tad) 3 Al sl oY1 Tasal
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Additive Subtractive

(b) gl (a) HL2YL s g5a :(4-3) JsaT

:(Digitization) ¢\sY) 4id) .3.3

Boaall VG L Aaanbll gysalls W) dia A1 e Tolae) dud) ik o) i oSa
tlisg «(B) B)¥)5 (G) s ¢(R) ) bl Gunsas (Al Japjlaal) sl cpalls s dumnlal)
Oe ) Asdail (3l Bae aag (RGB) Ol e aladins daddyl) 5y9ealls oY) i (Sa aile
o Ll axdiidy (i yelly £)all iy yualSl Jie (hardware) alaall sbiall 8 Lgalasial Jaf
RGB zisei legud dadalll (b €1 (o wcilaguslly cllabadall (o ofsl) mlles Al cilapdal)
CMY (Cyan, Magenta, Yellow) z3sad «hualSlly (ayell ldld 8 axdiudll (Red, Green, Blue)
HSI (Hue, zasais (el delih < em ) CMYK (Cyan, Magenta, Yellow, Black)
2] eyl sbadd e i IS8 o) ey Caay (s3I Saturation, Intensity)

:RGB Olsi¥) zisai o

OS ek oz isaill 138 b dradill (g 5o 4nd i 1 (RGB g 3sad aladial s Gand) 138 3
zasadll 13 adiny (B) Gu3¥s (G) »adY) ((R) paaY) Osll) &Y duiadall LSl aladnnls (ol
The primary ) &s¥) ool alagii dus .(5-3) JSall 4 jela LS 3lKal) culilay) ol e
Ll s g red=(1,0,0), green=(0,1,0), and blue=(0,0,1) lgiliila] (js<ig gy & < (colors

cyan=(0,1,1), magenta=(1,0,1) and lgililas) (585 (A1 S Llg 3L (The secondary colors)
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e oo saad) Aghll (B (s black=(0,0,0) LEaY) (S b asu¥ls cyellow=(1,1,0)
o Bl i s1lls) (saloll il el e -R=G=B=1 :(sSi Cum white=(1,1,1) iy
Jals ol e L) wlagin glsl) (b . gmal) Oslll () 235V Oslll (e (Loslesia RGLB 8 g 55
R, o dS ol of Liad 0lsV1 Caaa (g g - hllan) 550 (g e gl ey ol e
o33 (Lelel) aSal sl e gl ais o) (3L i JBIL ([0¢1] Jlaal) asn o5 G, B
sl e Jganll (additive) A8yl aUai g8 RGB 8 aiiall ool ol danda of ) 85LaY)

5ys.al

B White B
Cyan = [0,1,1] =[1,1,1] A
///
Blue | (0:0.1) Cyan
Yellow
L11,1,01
[0,1,0]
(ma ) ’ i
max green y Magenta -~ White
1] E ﬁ“\c (0,1,0)
X L™ >1s
o Blaclg-- b > G
Magenta Green
=[1,0,1]
(1.0.0) |-~
— Red Yellow
0,0,0 [1,0,0]
[ 1 Red (max red) R

RGB Olst¥) quga :(5-3) J<an8

:dad ) 5y pual) 3.4
Cin L Bygeall LUEN dgicad) Chadiee Sigal L paaid Al L)l dd5kl (6-3) JSa) o
ogeal) Al T6Y) Al gl i L (b) 2gdiall peaie (o SaB Al (a) BeliaY) aeas Bl el
¢ Al selial) il 1Y L5ysuall (s5ise o W35, aghall juaie (e 83)ll) AUl aead i (c)
e oshaiall agdial) ey A8 55 8 aeludl duse Ge Hlie gl pUail el dgalgll ol
U e il egall e anlini L) Chadivall degene @5 o(d) dwdell Bl (sl
dalye By Chediced) Slajie dallg pgeaill Sl 8 4llally eyl hlal) asf o edies
e Gl gpuall BN chadicd) dghas s Laie 2] () ) Ba I lelisad

e OIS 5)guall 2gas das ddghiad) O jrdi)
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(a) 0 Illumination (energy) /
77§ source

/,,-/ l\ * //’

Output (digitized) image

(e)

N\
Imaging system\
g S) \

© @

(Internal) image plane

Scene element

Bl (d) « gl allai (c) gl puaic (D) o(Bebayl) A8 jiuaa (a) dad)l) By gual) JalESl) Al (6-3) JSalI9
Lyl 5yl (o) Byl (fsinnn (Ao gkl
Glilaay) die fdad dus f(x,y) A Al dighas dhuly Heall J HLEY) (Ko Gae L
ddae (e Bgea eldi) 2 Ledind Bygall jraa Jbsadll lalies 23a) daage ded 8 (x, y) Aol
gloe¥) i) Sl srae dauly dedall B ae Luuliie Bgeall jualic a8 05S5 cAile
o O3S L)l Bygeall G Laadly Ay djhua e filxy) Al sS5 GAD dagiiy (Ll )
238 L () Lime dady (Xy) (e plse yeaic S pualiall (he Taana lae (ggiat disiias
LS (pixels) s (pels) ¢(image elements) «¢(picture elements) 8)seall palic W e yalial)
byl ygeall palie e AVl Lasinl SSY) allacadl (Pixel) duSil 35 .(7-3) JSal) mias
DS degana (1o gaal) ST (Jlaiunn ) ok JSE e 585 Bguall sualic Haual 4l el

Bygeall Basa ) 8€ A8 Bha LK) ilS LS Lol il el b

Origin
012 3--- - N-—-1
0Or—r—r—r—r—r—+—+—r—r—¢ y
1¢ © o o o o o o o o o
2¢ o o o o o o o o o o
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O
...........
...........
-----------
...........
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—1¢ o © o o o o o o o o
et Oneplxel—/ fxy)
X

(CDlusall) Load ) 5y geall dbghna yualic :(7-3) JSAN10
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A(3-3) Aaleall 385 MXN alad] 3 daad) 5)50m ddgtine LIS Koy 2300 Las

f(0.0) f(0.1) - fCON—-1)
f[x,}r] — )?[:l,l:l) f(lflij f[: lr"ﬂ';'r —1 :] (3_3]
(M—10) f(M—-11) .. f(M—-1,N-1)

dad)l) 5y pual) dallaa 3.5

AISa) ¢ geall miagiy ol salel (Ol O3l pranaaiy (3l Lo lgie loud 381 Budd)ll jguall mllad
i) e lllaly Ldll gl s dlsgu el 5 Gasall dal e Beall aas daus
ol e Giadll Al Gob e Bgeal) Balaial dieladl) sl e Gl Gma dg) (e
sl (e dagall Cilagleall (adlaialy (dauadl)

daady) | sal) dadlaal Ll Jalsad) 3.5.1

LS (bgine S ) dallaal) ol L)l Bjsall Loy s ) Augulad) Slilaad) i oSa

[11] (8-3) IS easy

Image Processing

| ¥
— Image e
Noise reduction
Contrast enhancement
Texture mapping Low-leve] —4— Filtering
Antialiasing Image-in [ Image-out
Cumputer Extract attnbutes Cumputer
. Edge detection —Mid-level .-
Graphics Segmentation Vision

Image-in / Features-out

|, Recognition
Cognitive functions

High-level —

Scene
Description

Aoyl by gal) Aallas ciligins :(8-3) JSaN1
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image ) dxd)ll )guall gl Aallas Jaiii Low-level processes) saisiall (gical Cililec @

83L) ¢(contrast enhancement) (il (awsd ¢(reduce noise) gmasall Jul&l (preprocessing

cOiadl o ggiaad) 138 ey (filtering) z=dll ¢(image sharpening) 8)seall sas
Byga oo Bl Glajiall

image ) 8yseall Jilas (sl sa9 :(Mid-level processing) sl dalleal bugicll (syical o

yaliall Chuagi ¢(segmentation) 8ygeall A3 Jia Llga Gsiall 138 (pacals . (analysis

O gsiesall 138 Fialy -(classification) ¥ <& Byguall yalic Cavial ¢(description)
(ool Yy lsalS) Sy9eml) Elisans laws (3555 Syl y5em (555 EDlaad
gl delia (sgiwall 138 Cpaals cfhigh-level processing) yoall dallea) Ml (sinad] o

-(image analysis) Sygeall Julad dsje (0 AN yaliall degane (w0 (making sense)
Yl (detection) L&Y ¢(classification) el Caial Je (ggiwal 138 Jadug
e e AN gl M Al 29 -(tracking) aailly dasBld) ¢(recognition)

e liall gl €l Sligieadd

4ad)) | guall Aallaa Jalp .3.5.2

2] (9-3) JSAIL ansally At Jabyally 2Ll (o 35 Y Al secl nllne shaY
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Qutput {mages)
Wavelet and Multi- .
Color Image i 0 Morphological
X resolution Image Compression .
Processing Processing Processing
9 |
= 4
.E
Image Restoration [+ A seqmentation 2
and Reconstruction \—— ————— 9 =
d
=
2]
£
bt
2
Image Filtering and |/ A | Representation and 3
Enhancement A — Knowledge base V] Description ad
> L
Image Acquistion / Y Object Recognition
ge Acq — — / 9
Problem Domain Figure 1-Z

L)) jguall dallaa Jalia :(9-3) Jall2

pallY) @lshall e V) sshdll (& iflmage Acquisition) Speall Ao Jsast! (1
Jie) dals sgal (e Boall o Joanll Goha dalpy Jaidiy cDaddyll peall dallad
ad) Bygea o Jyanll sa daleall 028 JIKAT Jawly ¢(-vn Seial) ) 5l daadyll el
REEVA N I

oan rlal o au Al clleall o sl sfmage Enhancement) §jpall (pwsi (2
o A e hseall 8 dagal) Gleadl (e o S ol 8ygeally dagall Jaalinl
peil Jumdl qumg elly b g Ll Y @lldg ypeall B oulall 8ol sa Alsall oda
Bygeall (g5ina

dlee adiatg Bygeall jelae Cpwaty dilaall oda 3¢5 :fmage Restoration) 8ysall éaleiul (3
Llee 2l Laiy Hgeall dalladd ddlas¥ly bl Ziladll (ass o oda (pandl)
Loalh Bypeall Bass ot Jie dpdy cldlie e (Enhancement) dalall (peadll
AERFYRA|
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Aoz 55€ ) Asyall 038 daal aag 2(Color Image Processing) dislall ypuall dalles (4
oadaiad (Ko 4l ) AlaYl Waalee ) Lgs dalally ccopyl e Lgld) suall
sl e 2l Hgall (e paibadly Gladdl as

Wavelets and Multi-Resolution ) Clasgell a0R5ul soaeiadl i) &5 dadleed/ (5
(resolution) A8al (e Aiglite Cilayy Bygual) Jiici A Sl a5 :(Processing
Ghlie J gl o sguall i oty dus Clilully jouall T b Bale aadnudy
eoel Jially bl Jaial jra

Axial sl Bysaall Al digllaall BSIAN aaa ) b i iCompression) Liall (6
jpg ale dlxial (fie .clibad) aaas diling cu¥) e lella)) dugedd (bandwidth) 5)seall
. JPEG (Joint Photographic Experts Group) jguall Jazia PLIPRESON]

Bgeall lise (adlaiuly syl s3a 23¢3 (Morphological Processing) Sl dallzea (7
) ibleal) Jof dlenll 238 3aiy §ypealls (pae JSE Chragiy Jia b sube (6$5 g
Bgall pailad s e OsS

layalicy elise ) 8yguall vy dayall sda S35 2(Segmentation) asedil] of 4ijaill (8
Cum )l jseall dallee b aleall Gl e sanly A5al) a3 cale IS LA
gl JSLaal malill Jall e samy dalladdl Liee Jaa ) A8LIAD A5l oag
Ll @lueyled @uld (g5 Jiiwe S @il e Capanll llan Al clilealls
il LS ple IS0 L 5ypeall dalleal Abledl) ddaad) 8 Jadl) ) dabiviall je ) ddecall
Aallaal) dglee b el @aan of maall e OIS LS cdsy ST 23500

paeitl) pleal 30N doleall a5 s(Representation and Description) iuagilly (fiaill (9
@byl daall cpmanhl gaal Beall @l Jid lgé S .(Segmentation)
all ) Alee Jiia ) Byguall yualial eI KAl g (53 (boundary of a region)

ddae g Laiw LByguall yualial LAl (ailadlly 2igy 3 (the points in the region
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&t Alle dal cld s g Brguall Glaay e (adlaiuly (Description) il
.(classiﬁcation) il dlae

b b i dneudy Lleall o8 233 i(Object recognition) saliddl e ijpei) (10
ey dila Ao 2l §)guall

Bgall Bhalic Joadl Jie Ao ddpdl <8 8 2(Knowledge Base) el 526 (11
Ab e il e sibal i ) Eind) g Say Lea Biall Clagteall o (g3 il
Giganl) (o ailjie Al Jio bl saiee Cijlaall s2clE (558 o (Ko WS . ilagledl
Belia Wl joa o ULl 8acl olginl o) algall (and ACAe b dlainall Lol

By Ciliudaly dlatipe dzkaial 4801 dille (satellite images)

Conclusion 4adal) .3.6

e Ol danajgll) dngall Joba Ll Ak L) ol gl AT e el 5 el 2a b
ogall disle 4055 gl Japlaall o3 3] ) 35 Lee (B))lls cebpunadll colaall) Gpall Laylae
gl dee Bl ol g caddy Ol ) Ll Gl digan LS e el @ L JISEY
ED OlslY) i sa Byl oa el (hag bl jsuall o Jyemnll Glusy) gl peall dunlal
e Ganlall Hrpeall Jigad o G Apdll cpal) Japlia (e agics Tadl 1385 (R, G, B) Glisius
Cun iyl geall dallee ) JWEY) S5 a5 L alad) A8 ddghas ) Ayl geall Tl slal 35k
v (Ally Cnall Badall bl oo el @& (Kl pgeall Ladyll Glalladd) o i) Gl
a3 e aad) acdll b Lgaladiad

bl Jo5all ) peall dalles 3 prdieie ) bl LIS Lagd jisan dendll 138 £)0) ¢
astin Al eliall oIS clpl cDlAxe (ol Jyiall dujelae cilagll Gaadyl) geall Bgho L
sl (KU e Al Jeadll 3 Cpand) g 3 Y 1Y L adieal) cilialsall Ty Cateatl) dides

2l 138 e gl (Baanl deadtiial) ludil) (yaeng
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Y elaig (livall 801l 1 Junid) 4
The Artificial Intelligence (Al) & Machine Learning (ML)

: &Ll eS| gﬁ uga 4.1

Gl 8lSlaa e AV 5)88 4l e ale US4 (Artificial Intelligence - Al) o lilaa¥! oS3 Cijad

Gl Chaiie Y L[14] ShaYly coDISEN da il e alaill Sal Jie il A el

dlon elal 8 daigie e LKL YY) Copglil caugall ch b dejluaall skl aag ¢pydall

el e [15] gl Jie clall & Jle (s5tmas Caallly Babaall daiali)ll culyplail) culd) Jia cBaine

clabmny) o a3,y gad) Jaell Ay il (oiaall decss dadleadl deju & Jilgd) adE (e

SIS ikl (camy Canad 38 (el pag . [16] Auelilaa¥) Aadadl € Laas < 4860 Ll

sk (o) ekl Jie Baane alge b Ganpdd) elpdll ol (g slaliae b el

[17] Aol LElly iguall Ao apailly ctianll GlSja

e J<al JalSig Jalam A dae i) aslally Cjleall (e ey degana (o o lihaal) SIS (5S,

[18] daaal) Jlaall

(Deep (arenll olailly (Machine Learning) A1) ala3 Jadiis :(Learning Systems) alail) il .
Al Gaeentl ULl (e AadalY) ala Gus (Learning)

Jia 44 e <y :(Knowledge Representation and Reasoning) JYiiuNly ddaal) Jofiai o
Auilaie clalig Gadlatialy Lialles @Y macs (< Slaslad

Anae Calaal gl LU Glelal) Jeded aaas e dadady) 5,08 3l :(Planning) Jabasl)

LaladU AP ddjaall aidaiig ze> culluls iad :(Knowledge Acquisition) ddpall luis)
Ay

Ol pae ae Jelam Sl Glagiall (e degena a9 :(Soft Computing) Al duwgal)

:Mj “_\i)mb
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Auaalally 2280l e aaliadl ae Jalaill:(Fuzzy Logic) (budl) @hiall o
(e Blagics 7z Al :(Artificial Neural Networks - ANNs) doclha) dand) Gl o
Ll e el (g5 ¢ Lol

(easlond) okl (e Blagivee (s <ullud :(Genetic Algorithms) duial) Glbuajylsal) o

Bpdl Jial el Ghidl ahadsud Je <y :(Logical Al Rhial)l olhkal) o))
Y2y
sinall Jolall ol elind b lladll Caadl e Jlsa Jlie s(Intelligent Search) S ciagl) o
)l haidl e adial daa) 431 :(Logic Programming) dadlaial) daayll
ae Jalaill Laiis :(Management of Imprecision and Uncertainty) (il ase Jilwa B)a) o
Agall ye o ALY e bl

Jeo el Hall Jing 1949 e 5dl) L dage cVsad el oIS Jlae 2¢8 (Las )
e o elilaY) (A el e (Arthur Samuel) dfisaa 51 (el (SlyeSl Guigdl)
b deiie Gl alel Gl b skl 138 .[19] Ayl (e alaill dlsye ) VL) ae el
Llal e aly QUSYI (andiig pale! aid 530Sl agial)l clegane dalad i csiine <Yl
[20] Fylai ) Joall (553 2BV anaaty DI
Lald calaall 468 d1agie€ (Neural Networks) daelilhal) dnael) GG @) ccbialadl) r
Jeo Al dgud Ay o ISl 038 2wl [21] dasya dnay (53 AdsY) ULl e acloill aladl
Ll (e aledll e gnym ol g adaljiall cligrand) o cilish (e 055 Cam gyl § Ladl
e S ¢ gyl bl e peadll Glardll (VL) (io daady e b Lgalaaid ) sinal
agh peall e il Clerd ciliall b saaadl Laleed) GLES) il daadl dilas il
iyl ) 1 .[22] 8ol A5D bl Clinkiy ¢ geal) Ginall L) a2

el sk 3 3l Gl ) ((GPUS) Cilasessll dnllae b deanadid) dlls dals (oS40
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pod e A Slhese )l Aalles clang 5l Dl el oISl Gaaad) aletl) ks o
Bataall Cuyail) llee

S Al e Jli Gus (elibal) oKW leall awaill (Machine Learning) (Y alasll ae)
e Dok gi€ly el g ) a3l gag [23] i syl JSIABU dasyeall Lsl) daal)
Oa e &by (gaeal) alaill (il (Deep Learning) (Gaead) alaill od Lo jeda « IV ol
Lee el & Ladll 8 dppaall ISE e (e dpae @lE) Glahll saaxie uvasl) KA
Sl eliagaall dsag A ing bl gLyl 8 laalads sateall LSl Ll agh (he 4iSay
- Aediall UL (ULl e Alls claeS ) zliny Gaeall alaill oY Tlai L[24] sagmall Jualinl)
Cua 2012 ale 8 Google Brain g5y Jia et ) el sl aas (alila duguls 8983Big Data)
B Osile 100 o lgaytis (Aay slley zllae 16000 aladinl) dedia dawac Il by &
Glanlil mia pac ly Ll 138 IS .[24,25] seall Chiial dalans Lall YouTube adga (3 446
G @hd I8 gl lale G Al Blally ccisaall copagll o apall L Gaeall el
s bl el g jal ALels A glois Byl (1-4) J<al

NEUROMORPHIC
ELABORATION

INFORMATION [ @R
SECURITY | vEBy

PERSONAL
ASSISTANT
ROBOTS

ARTIFICIAL NEURAL

AUTONOMOUS yo ) NETWORKS

AT ARTIFICIAL INTELLIGENCE
TECHNOLOGICAL PANORAMA

PATTERN

RECOGNITION

NEW
GENERATION

OF CLOUD
ROBOTICS PROCESSING OF
NATURAL LANGUAGE
GAMES CONTROLLED
BY THOUGHT
CHATBOT
UNIVERSAL TRANSLATION
IN REAL TIME
@ ANALYSIS OF EMOTIONS
IN'REAL TIME

VIRTUAL PARTNER

Sl (1S g ALebds B (1-4) J<a3

34



hgdl) Caial data ol gﬁ dadiiicall duaall cili€allg ATYY alei .4.2
dailadl)

ATy alad B agas 42,1

S Al i Can cApsalall 50 Jlae B Baalall) FUS e Lehialy Hgeall dallas 2s5
Jio alall dlsall 53sn asd 8 dalig cdeliall Bl & 5alfie 483 ojuadly (Sanll (S5inall agd
Qlig (Y] 5elS Cpendy Bagal) jubee lacal deals lad V) Cadeatll oy cAdadll Jagdl
Jlas e 5l 55 (ML) AY) alats (AD) e lihaal) oIS inal 28 L Alainall 4yid) cUady)
culS A Gl algal Aadiio Ysla gy Las cAipall lilall Glld b Ly Baaall Ulyl) e g
AN alat gy b (2-4) UK miag 26, 27] 1e Ly i Tl ol

DBSCAN I
[ SvM ] [K-Means ]

Logistic ( ) (CFPGrown ]
° " Regression Decision Mean Shift uclat
Linear Polynomial Trees ean S| Ei
Regression Regression
Maive Bayes Clustering
Asgociation Rule
4 Learning
forc e Fegression | (KN} Classiication

T
Supervised | vised Di
Learning Learning Reduction [E

] st

—

Machine
Learning

| Stacking
Random Forest

| Reinforcement | Ensemble »
Learning }—' Bagging

e i
Neural Networks Boosting

. and Deep |
.

Convolutional Neural

Networks (CNN) Perceptrons |
- sonce
| Recurrent Neural
| Networks (RNN) Mversﬁauawks Autoencoders

PARNS 1
[sm ] [ GRu_ ]

AY) alas g0 Alali 5yka3 :(2-4) Jsal4
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4y alal £4,8.4.2.2
el algas bl e ddline gl ae Jalaill pacae gia JS chpay o8 sae ) AN e audy
Ul adh Laiy cdajgne dueal 3 gooil oda mas aad cdpladll lagdll Chial g pde Bha (b
AN abetl alall sgdial) agdl pugl Bl AY!
(Supervised Learning) el aleilf .4.2.2.1
sl e @laylall copul dadak lily Gilegane adiud AN alad (e 438 sa el aladl
b hall alatl) Cilaay lsd 3335 chall e sl e e LlY) e capnlly il
Laey lsal) alai L (Glianall) dnmall cilajialy (@hadl) coiadl (e O Ak e ggiad
Sar eoliialy z3gaill Cays dpmar L ilajadly EBAA G A 2y dabdd) £l o3 (s
28] Wesess Lgaui€) 0 dpeall o 2l Adgjea e B Slily o g elaY dalaii
sy o zisatll Gun Al Jagdl) Caviea deatal oula] zgill g8 il aleil) el
el ULl 038 (PIS (e wagnll (e Baame sl o " Lot ol "l Jad Jie lese Aales
sanall bagall joual dasaall 4540 aasty dlaall @ Abyall el (adlatiu) 4iS = 3saill alay
lgia gloil sae ) calyall lal) ol

(Classification Algorithms) ciiiaill &iluajjlss (a
o 2l zhal wte o) dugd denss sl ol e bl Chiail Caieail) Sl led sl
o ol aagi gl gl Z|AY) Clpite 058 Laie il lsal) o3 223 L[29,28] Jlasy) iy
Baane Basa A Y Lokl Bjsm Gmand g Cagl) gl Caia Bl 8 . S

il Gl ea o daslal) by oy

easlll Hlaad¥) andicn cdewd (e a2l e :(Logistic Regression) Jiaslll lassy) (1

Ay il Glai ) ds a8y o) disaiy agk (08) AU Crneatll ulad (<5
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oo o 2l dibide cilie guld (Ko VSIS Glajdall judly e b cuganow
[30] bl Cavieail Y LaaY)

Aaclall cGilgaid) eVT Cargs ((Support Vector Machines - SVM) daclall cilgatiall &Y
e cllads el dalise (3 U Jeady (53) JiaY) (hyperplane) 35 (gsinsall slag) )
G e L (peall cilgaie) dabaa) cliall e bl Bla ol o Gheled) adaen
"(kernel 85l deod" ladiul ALaY) JasY) dalus & Lha Jeadll A e @bl
[30] Lot Leboad Ky Gum el slad d daliss ) bl i ) trick)

Sk asd us ccaiaill halie lags Ui Lladl ig :(Decision Trees) il lasl
b LA Ma3) Sy L clpall il Ty Saais iSly sl due s cilegane () by Ao gana
o2l e (entropy) (29 3! ) (Gini impurity) s ol e Jie Hulee o 2l saie K
laa dhee (35S0 Levic dald <(overfitting) S lasDU dizje Ll V) cla o dlsgn e
[30]

il JhE ladl e lawas ddlpdall LG 25 :(Random Forest) dlpdall ciUl)
55 JSE oz dgadl) (ol 8331 Sllally Cliall e ddlpde dae b Cilegana prdiud Cus
ks 3 Llle alas Aglsdall LB Lol 008 s IS Clajde Lausie (e gisall
[30] slually 883l & duaydl) DLAN Sladl e B ¢ peall Chiiea Jia

ABaYl e 4l Al dueylss (& i(k-Nearest Neighbors - k-NN) <if¥) ¢l

kil o daleY) Cuga Ao 2l Ay pe Glily 4dads (ol (instance-based learning)
i czasar el danpa cayd dlaye llan Yy dbalaalls o Gl dalis 4 Ohaal) (e

307 LSl clilall de gana (A3

® (CNNs) 2addlal) Lppmal) KA 245 cdagidll jgem Chineai Gl (8 4 SAL oall
leliat sy cAfipall bl dallae e dalal) Wipal Tla Lhasia) Y1 L) Gl yleall
AN alad alge on Small @l () e dadall Caiaill il s agh Ol (b aay L laaY

EHEON
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(Regression Algorithms) Jlaai¥) cluaisled (b
Sl Ciie O ADAe Aaa) Al (RS G (Byainn o) Libiis Aasis Sl jlaail] Cilia) e padid
i) (Ko Jad) due Glo L Man o (g5 z3sat 6 e Dan ¥ Teia a8 31 ,28]
Aalal sV elsil e Axiseg diabis o 3l Qe yraw gl jlaaiyl
Gl bl e o Uaa a2 ((Simple Linear Regression) Luwll ball sVl (1
[31] aaly Jiiuse e cllia ()5S Ladie andiiady ccalibud) Jaliig Jadl oy Unall Julid
%) )'BST a5 Laie PRE N 3 :(Multiple Linear Regression) 2axiall ‘”;1431' b lassy) (2
[31] C_)t\]\ aaiall gl Jfe jiaia

(Basal A8 naat) Caial o palad (S0 5 dnlall) Jagidl) i g9 )de o) e a2l o
(35S (e e Capanlly dabaal A alas alea il G Suall (g a1 Cilia o3 agh o V)
aliall zgill sa laaiyl

(Unsupervised Learning) cdful/ o aleilf .4.2.2.2

Gilbens ) Aalal) 053 (8 e Gl en bl e AV alas ekl alai el e alall S
o) ands dalaa e by Chall e abaill 2 3las laad ccihall abail) (e o bl i
Ao Laulie ey lsall 038 Lomyem dingi (5 (g9 bl 8 dualS JSLglly (555 Jalady) aliaSly
[32] Laled il o (clusters) Gl sana (o3 508l Gl Gile gana alas fia chages ASY) dalledl)
Hlgie glsil oo ) Gyl e alaill auddl

(Clustering Algorithms) gaeaill &liajlsd (a

(e agghal Gy Lo bl Ll paend lgd i Al alas dayha g8 i(Cluster Analysis) asesil
Ll e Bgale IS0 glin ST saalgll deganadl Jalo cibladl Lls o6& o sa cangll .anlinll
Oaa gpaadll o5 Jhue degendll Digne Jon Glasles Jigh aaed Dl L cilegend) o Uil

A K-means geal) Gy lsd Lo 5,0 ABY1 (e [33] Gihall e aledll il lsa dlile
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Oe K 23na dae ) bl Bl sy asf Cus capentl B Loty 5ea SSY) G lall
&5 (centroid) degene Kye ol ) by ddad J€ guet Gl e dead L[33,32] Cilegend)
Sk S8 Cileganall 3She Cyaas

o Yy Agkaal) Tl (it g el il GLaSial Alaye b Lawls Tg0 gaantll s o (S
dadgia ye lelgl ol sann Walal o o apasill lia) sl (Sar g nall gl Caia 3yna
LSS e 3yl o2 . i) ohudl) ddacdes T s S ol ) Jagdll jgem (8 Gaguall (e
Bagal Liagh Cpend ) (535 O oSasg cchall e alail B Biaa (& "Aidd) L) ) "Jsgaal
LaaY ) Caieal) ol Algadip 483 ujad Jllig chais e U gk cdagal

(Dimensionality Reduction Algorithms) ) Ju& el \ss (b

paid L Aalgl ailadll o Lliad) aa by degane 8 il 230 Ll daga 2 2] Qs
sda 225 Lala) Labiie Glie dalise ) o) e e dalie (o bl Jogatl Zil) oda
nSh) 2ael) (25 Gus "(Curse of Dimensionality) sl el Al ae Jaladll die Gl Lles)
Glaylsd e BN e [34, 35] B ey lalia 5abjs Aadeill aad 5ol ) chudl
¢ 4yl a9 «(Principal Component Analysis - PCA) 4wyl Gl Julas b s
oo oSaa 58 S0 e Lliall Gk e Ji sl ) Aali alag) I Caags sl il 48y
dcgana ) Lhs bl Jigas 33k 2 PCA a3 - 2le] Alle JIA0Y) dalise 8 3sngall bl

34 ,32] Aaiie yuts Baalaie 0585 ) (Baeatll SUsSAll) i) e s
Mad @3 lily lesana s of (Ko A8 Dlle Hgeall ol 1Y) dals ol Hgem dallen 8
J8 Lo dlaye 3 PCA die alaV) il il led ladind (GO e o€ sae) Taa &lle
Ldd 5o Y 1 Ll Glasteall e Blaall pe clisall sae o € I8 iy of (S dalladl)
L acliny s chgdll Caiad 8 daxdiced) (CNNs) (enl el 23l Gy dglee iy )

o sl bl AN DA e Adye ye Baaa lily o asendl) o zisalll 508 Guen o
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DA e phiialy zisalll ehal 55 daals Lngas sohad sa aleY) Qs (8 ¢ Jalls . eliaguiall
135 ,34] 2le) diad ciliaad e Canganl)

(Association Rule Learning Algorithms) Jalii¥) a8 cilia}jled (c

G buia) n alaadl Bydial) el GLESY aelil) o Al AT Al dinph LalaY) aclg sl
SV s @) (Support) aell i anlie aladialy Logall aelsill naat ) Cangd 55Kl bl aclgs
raic sl IS (3 a3 (Confidence) d&lly clae yualiall (ho degana jsehd IS (52
aals sp Sba Al Ge gl s o AaSlal ABY) Ga L AT jeaie i Lede (pae
el ) bl IS Cing lly alaY) el el dad)ll claill gas) 4 :Apriori
 [36, 37] by desane 3 DS SSYT palial) cile sana

lgalatind Ky Sy clgild as Jagdll Hgum Ciialy Bdlie dla b Gliey)leall sl 5< Y 8
Cag ks ddatisall Cagual) il ol LY Dl Jin g pdiall Gl (b Al @ild (i) by Jaladl
£5 e Ll Al e yoels e (ASHAe Dalal et lgahatinl oSa (JB das o Al
Baana Ay Chgyla B Al salall (e (paa

(Reinforcement Learning) _jjeal aleill .4.2.2.3

Juandl alety L cpliicad) Slaall ddanlsy @bl M3 e < AN Al e gsb sa el aladll
& ads S (Reinforcers) Joaill bl aladianl cdelill DA (e aiiy A Cpeail) L.5(Agent)
o llSe Jaeall by Cus (Uadlly 2al) PIA e aladll 3 L [38] cpee sha] ssw ol Basn (52
Gl et L dishll gadl o Gl poane adad ) Caagy calladl e 2y clige
SIS Canglly o(Unaad) lgae Jolin All) daally o(@hhal) 235 (M) Jaeall Jiaal) alaill st
(Value Function) all allag ¢Jaeall obes 23a3 ) (Policy) dusbuaally ¢(lgandant] Jraall ane )
[39] ehal) ol Aall gaall Alish dediall sass

dage lgil Cum Lladll lagdll g sl dage b dlne JSE Ladtiae el aladll o Y
it ASaalin Ay 8 lalas )8 A3 dege Cacnly lisee dalei by e acied 43l Gy

CVlae 8 dals cllaal) oA 8 Lage Tejp 3imall el aed celld may Y U]y laSi
[38,39] Sl daaily a1y iligag )
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ada i) dysand) ClSuilly (Grand) aladl) 4.3
ikl Baxie daac Gl aadin AV ala (e L Ylae (Deep Learning) (gl alaill Jia
gl e a5 LBaeall Al daal e (gpdl & Laall 5,08 5lSlaal cARsenl) dupanl) ISl Cajed
dopaal) IS ladiad & Gl 13 8 [27] duaal) elhal) oSY) Gligls e suld
s Lgale il Ll (4 LY & A ¢(Convolutional Neural Networks - CNNs) duaaddal)

(Convolutional Neural Networks - CNNs) du2u8dil) duvasl) cl<uiddl .4.3.1

G B il s (gueall Al Jlae 8 dijsne (CNNs) Ll dnasll Gl
e e b Jhes USH o3 o) A ol ONNs (SIad «pseall o Gyl Lnglyis
G Aaladl Al 1 el b clall S Al ok oo A5l o RIS ¢ gl i
danaall il e awia S Bl Gl &jlie S I8 3831 Cenns Lgay cilinall 71300
2 Hgeal) T o) sy (ONN A dalall Ll gy b oy (3-4) J< .[43 ,42] Lsy
clada" g "(Convolutional Layers) 4dlall cilaka" sac bt "(Input Image) <ALl §)gua’
clld aan L (lgiee D2 Wbl (ailin el ol calunas dlies) 4dlise "(Pooling Layers) aaaa
daday 309 «(Fully Connected Layers) aadll ciladalls (Flatten Layer) dslawdl calaudall el

cabeail] ey laia) gl ! (Output Layer) cila 3l

224 x224x3 224x224x64

112 x]112x 128

% 56 % 256

@ convolution+ReLU
tﬁ max pooling
fully connected+ReL.U

) softmax

(CNN) A Gpuas A<uil dale 44y :(3-4) J<adls
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Ll dalleas Gaaygd) il zhatu) & Lss Tso canly Lt IS cclisha 830 ¢ CNNs ()5S
{38l ) 8 3kl

paaius Cus CNNe (A Aaal <Y dadal) * (Convolutional Layers) il aldda (1
238 asdi . Hguall (e Cliall #1335 (convolution operation) addill  oewd dialy dulec
ehaY diadl 5ysall o (kernels) (sl sl (filters) Cladiyall (o degana (el culaidal)
Jio disne Walail 550 Bans e Tiba Ay Lee Bl pailad o 2l mage Gl
Aaad) gl Calgal)

z= (downsampling) <yl LA aas Julad] ?m :(Pooling Layers) asaaill cliuh (2
Bob e 8B i) hlie e s Asssal) 56US (e Lon et lipally Ll
Aiae 3L & (ggeadll dail 2L 3 (Max Pooling) oad¥) auenill dailall anea
el Jangia sy (631 (Average Pooling)acs giall avaxilly

lei€ar e A2l ) (non-linearity) dulaad) a5 :(Activation Layers) Jasdill) clish (3
D dppaal) A4 S cadnll CBilag (g LBakeal) Gliall GBle e il aled (g
ReLU &l .odieddl lll) dadet lo g e any Lee chpbaddl cOlgadll (e bl
plll oy (8 lglladd aladiul) deili(Rectified Linear Unit)

¢(danll 4S04 )Y ¢3ud :(Batch Normalization Layers - BN) dadal) aonlal Gliaha (4
(gradient vanishing/exploding) z il lail o Jilea JSLie (pe RS ¢ L) et
(1) Cplos (0) anse Jagia () daads JS C)Aae 2agh 3b (e

Al 8 Cliguasll xaes dassi :(Fully Connected Layers - FC) Jalslh dbaial) ikl (5
Cliall padlatin) aay AN Algs 6 sale aadnud AW ARl G Gerae JS ARl

Aaliiall chad) e sl Sl Cainaail) el caeailly Ll cilidal) dadlss
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Gl i) Je A3 Wjaal Tlay dwdadl) dagdll jgem caveatl Y1 LAY CNNs as
i) o lodll Jia chadll a8 ARSN) gl e Copnill Wiy LAl UL (e Aaasgl
Aoaes Al ales Byk alasialy ol 5jmall Cpally dnaail duea sS5 8 llg cclasdl 8 DY)

tres (B3m) SR e ek o) iny AN Dlaad dace aiagi sy (4-4) IS iy
i) Gl & aBglad IS (stride) Sshads ki AN (368 el jaual (filter/kernel)zdiya
OSas (feature map) Clajie mipe b damill Jaudy «dlaad) o diliall gially mipall o il

Agaaal) ) Jial dabiae lsll alasid

113151790 N e
SHIR7H o | 1| 2 < . 4
e 20 | 28|16 |22
o|1]o
x0) 7x1 9)(0 1 2 4
28 (16| 22|10
7|9 |1 4|6 1101
X0 x1ix0 17| 24| 6 |13
1/2|4|0|3]|s 110
e p N 171111 | 16
0|3 24 |0 ) -
x0] xi1 x0 s ~_ B
Original 2D input Convolution kernel Convolved feature

(Convolution Operation) <\&l) dlas :(4-4) J<aN16
line e Ald el of o o) genill Aleal Tasss aping sy (5-4) JSAN (i
il i) (e (ggeaill dadll HLad) a3 cgglad K & -Lgdsd i (pooling window) aaesd aiyag
el sl 3 dajde e ddad b dail Jawdy caueatll aye Ll

Max(0, 9, 27, 28) = 28

0Of9]2]3

27 (28|13 [ 12|  Maxpooling | 28] 13

»

121 9 [26] 21 26| 43

3 1264318

(Max Pooling Operation) s i) doles :(5-4) Ja7
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CNNs aljlaa e ikl .4.3.2
:[42] 5eUSs laae ST 23lat ysels M ool Las chyas€ T)5kai ONNs iljlane cargs il
DAl A edleys (Yann LeCun) OsSsl ol 4sid) SudS CNN JSia 58 :LeNet-5 (1
Lngala 52U ) 6ol Lae cAiaygdl cliaall zhatudy of3e¥) ALl diaad &5 L liiseal)
AEY) Gl ald (€5 aaiuly (bjlad zal ONN Jgl oIS Lasentll e 5)08y Jaadl
(Y Calyall Beal (e liuls b all sy $5€l
ImageNet (a3 A 1€ lalas aag 2012 ple A olayy (Suks) S 4ayid) tAlexNet (2
Glaasenll dallee Cilang aladialy dhseall Gl ALl 552l ekl e ¢ jouall Chriiail
iliaie SO (Al aed) Gl Sl e 0S8l bkl Gle gane Aallad(GPUS)
(Data SUba) 82b) Sl Dropoute auaiig ReLU« Jasdiiig ¢ el ljlana aadug (eIl

Augmentation).

ol ladily Jilen JSUie Js 285 <2015 ole 8 45 58) 25 :ResNet (Residual Network) (3
Aleill' aseia ResNet addiey .las diee]l Gppaddl QA s Gws ool A
s SN “(skip connections) b3 <Olag” A (e “(residual learning) el
ol 385 Jgaw lae ccDlsatll paan jie Hoall (g0 Baaeie Gl e g alls Cilaglaall
A28 Cigaall saieall el bl Luslia dleay 138 Ll )l g penny oaSad) L) ol
dgall
CSall uladll 58 ulY) dasgias 2019 ale 8 Google Brain (314 4 5) :EfficientNet (4
aly cdy & JAaY) A8y lgape AW Bae Gawaly ashy Cus ((compound scaling)
sy Lee Alal) CNNs (o S0 J81 dugals 56US Jadl Capieat elal (ging Basge Ayl

Baganall Slsall o Aals cAugalall L5l alga Cilidal bl Yiad

Bydie 4 oD Lol ResNet dyylonall JLidl) o cAuiaall Jagidl) 53sa Chiteay laiall cand) 138 3

) alail Failia lglany Lo oyl i ASia (uindy Aseall UGN e Jabadl) e ddle
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O S «eSall bl e 4ok EfficientNet i cps 8 dagedll (3 4580 Ciguall Sadadl)
i 13l (3l Caia zasail dala dllia IS 1) o 5agame Al 3lsal) culS 13 Wit o5
(sl o5 peall pan fia) bl paibiads Dite (s$ of in Alandd) sl 13 o

.....

i1 1Y) gaaatl A jlenall jliialg

daid) oLy ga dadiiiocal) daaell cilical) 4.4
s cOsly A & Ll dpmapll liS) e degana o Gkl Lagall Capial daie adial
sl aalal) dgalsl by zaladll s ) joeall dadlae (o g pliall ailgn Cilide ass
Jsall adgig datles cliSe .4.4.1
@bl 835 A (A sadanill e cdidyall Sl e delaill 8 Aghl) jaa claSa) s3a o
Lgapaiy
:ev2 (OpenCV) (1
(e Aruly dogena acdiy ¢ gdlly Hseall dalledd dlaldy jradll dagite 40Se iCagll e
Caldaall
Ly (saley o0 SN RGB die) O] Cilaliss o Jigaill dugh Citllag jigs rclpuall o
LS Aehiaall ciladiyall gy ¢ ailly canall iy cCalgall e CadSll ¢ (filtering) yseall
Andiall dugulad) gl Glilee s
S hsdll jpea dalles i Lo dlaje 3 Loulid 500 OpenCV 2 gyl 3 sl o
e loll sl (soley 0 (M lebisad il Sl ) jseal) saan il Lgaladiul
oo Sl clhlee uk o cchieatl) 38y e 55 8 Al elagaall A5 bl Jawedd

g asgee ol Jadl) s ilae Sl lsall
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:PIL (Pillow) (2

a8 dalial) PIL 4sSal difas (fork) 4S5 a5 ¢« peall dallaal Python 4i€e :ciuasll o
Ngle bl CDlat ohals ddbiddl gaall Gn Leligats Hsaall Jrenl

Gblee  jigig ((JPEG, PNG, BMP) :Ju jgeall joa (0 dauly dogana acdi bl o
L Oekily golacd) e ygeall ailiad daaaty cpnaldl yuad gl ¢l Jia dauled

G ) clilall plas e dagdll jgem Jranil x3la (< Pillow padied rpg yiall A sall
die e Alacdsy GacY) dalledll Gl bt ) lay) U lgde Al SDLgas ¢lal
Jaadg 5 Sl sl o dallaal) jgeall Jasal i torchvision.transforms

:albumentations (3

Lasad deaas csulall 4355 3 (Data Augmentation) jseall 5253 dastia 430 1 iuasll o
Gaend) alaill = 3lai gl (]

cHlsdial) il ¢ Slsdall ponll e Bshiall DUl (e drdy degane aod sl o
g «(elastic deformations)gpad) Chyadll o(Jaldlly mldll sliaga Jin) cliaguall ddl)
Allady dasye Lg3eSs uatiy (pobaally padl) dasas Jia) olstY)

Y Dl sl Caea Zigal 898 il digas albumentations i igadiall (& sall e
cliladl s2by G ([26] Jladll cupnill L) (e Alils LS bt Graall aleill 23l
U Aalid) Lasdll jsea il degane pacss 8 2eld AaSA o2 pladiuly duelihaiaY)
Chsll sl gl Ulgy Belimy) gyl b clylall 58 ST zagall Jasy 13 LS
B sV e ey il ediiall £ YY) Ay 8 Gians 28 Al Ll jelae b Agualal)
[51¢42] iy jeeg Baaa Slily Ao aseadll o z3saill 5% Gssg(overfitting)

:matplotlib.pyplot (4

Dyl a23id (gl A Sl aell dlels 45€a a9 Matplotlib 5K (e ehn icieagll o
Ll
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Bmaall cdpladl) Anbud) sl Jie dulull agell (e degiie degena ol mE il e
) e s Ul Qilas 8 aals 3l e a28id 5l jseall ey csaecY)
Gt z3sail aniilly uyull Jalye geail matplotlib.pyplot addind rpgyiall & sl e
e (loss) «yull 8ludg (accuracy) zisedll 28y Slinie awy (Bl Juw Jo dagadldl
) Aallaally LbaY) Jagall jgual Abidl (aje ) cabeill aais dhal gaailly capnll e gane
Agiasa anfil GANs daudsy g 20 Al )guall
:shutil, glob, os (5
o laladlly clilal) oy ardidy Akl Gl A6 (e eha A LIS 22 rChagll
sl U
:Chadl e
bkl e Jie eclalaally clild) pe Jaleill el (sie @3 Sllee i3 cshutil
Al ol clgdia cclaladlly
Cipal alatiuly aee Jaeh pe et ) Slaladlly @lild) e Gl sadnid cglob
Jpg AuY) ld eall lile paes e Gadd) s ¢ (wildeards) )
B Clalase L) Jie alge 280 iy Las cJondil) allas ae Jolll dgaly 855 205 =
il sl el (VAN s cclalall hlss ae ol
Slo dlad IS Lpdll jon cilily degene alaiil i) o3 padiud tpgydall A el e
Oy @aaally cupall daade lilae ) sl Zadl laladind (Sa (JOa) dass
el z 3kl (piaal cilalase slas) 5 (s Jah Gaee Jaaly Jagdll Hsem e (e Caall
) sl el il

Ldl) §) ga andil dhaaial) z Al anlaty di alica .4.4.2

(ol 13g] Lgd Ly PyTorch b ¢ 3aaall aleill 73l capiig by dulae jagm calaSall oda (K25
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:torch (PyTorch) (1

el jradll gse dae Ul A cdppand) Z3lal) skl Gl PyTorch &S tciasl) o
A

Glang Ao duusall acsi Al (AlY) 5aaie Cilisias) Tensor <lily L ig rchual o
5 LS Auglsall bl cansill e 5o UK £y Laa «(GPUS) iasun) dallas
Olsl usaty ouSal) L) A lsd Gakil (g9l (autograd) SR Juslil ol
Z gl

(CNNs dials) Gaeal) alaill z3lai iyt skl (g)3all paall torch el g gsdiall (3 jsall o
(GPUs) thugesll dallas cliag (e 8alial) e g5y () Jagdll Chial dale &
Jsina Sy by 55U dasaall jpall cilily clegana o 8l ¢z 3ail sl dauls

:torch.nn (2

glall ol dgllaall pledlly cladall e (g9ia3 PyTorch Jaly dicjd 8ang :Chagll o
Fn|

ks (nn.Conv2d) Asbdla) Al Jie dasll IS Sala ol Cling s rcladl o
.(nn.Linear) Ja\SIb dbaiadll claudally «(nn.ReLU) Jasdall Glads (nn.MaxPool2d) el
sale daadiwall nn.CrossEntropyLoss Jie 423lill (Loss Functions) 8ledll Jlga jigi LS
.l DUnn. MSELoss g ¢l daaia Capieail) algal

Capia] dacadal) L dypael) AN Ajlans oLl torchnn padind spgydall (3 jsall o
sl o Gl Jals) pnll ol Lgint s S Hledd) Al sty cagdll jgea
Aoledl) piluallg

:torch.optim (3

Adam Jis (Optimizers) (pesd Slwy)lsd Ao (563a3 PyTorch Jals dacjd 8asg ichasll o

z3saill (gl Cuaail SGD g
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IS zasadll olisl daaaiy agis (A Bl Gt Gilay il dae il 85 il
Gukis (gradients) clyyull Clua o il leall sda Jaad Lpledd) Ay Julsil o))y
.24l (learning rate) alaill Jaza Ao 2l &3 gaill gl e s

(Jad) Jases e . elad¥) e z35ail) ales LS yaat torch.optim padied g s i) & jsall
A e dgenall layall e 3Ly ONN ASd ofysl Cunsil Adam (s aladial o5y 38
Taays W) Jlis 3k (e Lagd) Gttt (8 S el3Y) sa 2 Sgaill dngy Lo c3ylusal

:torch.utils.data (4

Glady ) @bl sl DataLoader elidy eh:wfa PyTorch Jaly dic @ 5asng :Casll o

-lg2)gi9 (batches)

Gladall xe Jaladll ccnlbilnll Jueas dulee 2ja0) DataLoader s Dataset Jie <ilid 363 iyl

(multi-dasal) saeiall Jraatilly ccbiball Slpdall Lalally (3] e Spia Cilesans)

gl ) ikl Jay) .U uaatlthreading)

3l z3sa Y Jagdll Hgem cilily 385 B Lyg i 2K oda aed gyydall B )

o Jy Lae ey DS S A Hsall e B Gilady Jueady Dataloader goawy <56l

S S i) Abee ¢ penry (5353l S I3 GPU laag) Auald) 55130 e

:torchvision.models (5

<blexal (Pre-trained Models) (W9 d)de zilad Higi PyTorch Jaly duc )8 sang tcaasll o
canll Lgaladia sale] (Sar Allg ResNet, VGG Jin 8¢ duguls d0))

clily Glegana do linee Loy &8 Al 8¢l CNNs byylasal cilindat paats Cljaall o
"(Transfer Jall alaall' 1 sacl€ zilaill sda aladiul (Ko ImageNet Jio degiiay 8
Lglall @ladall iy (Aule Gljae Culas ‘é_"d\) e @lidall awad 23y Eus Learning)
Saall Gl e L

O ‘m Jagal) Caavan &9 ‘é_e. Abila 48 <3 torchvision.models x5 19 el ‘éﬁ BTN\
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13 Jasl) il dege caulid DL aliais (ResNet50 Jie) s (ajde zigai Juend
Lgall Hea by degane cl€ 13 dald oY) Gumsy € IS8 skl dulee gy
Clly desane o lgaled Al Laledl Clipadl e Balial) z sl (Kay Gun e Ba
.[48] 5,.<UTmageNet

‘torchvision.transforms (6

Gl ) Lbigasl jeall o daiae cDligas gubail PyTorch Jaby duc b sang tCaagll o
-Tensor | Jigaill ¢annanll Jia 7 3g0ill 42250 AL\

paall juat Jie ¢ geall o lghndai (K Al ALl CObigatll e degana JisE il e
Glighas Jagad) Tensor (gl A Jigadll (rotation) ngxil) (cropping) =&l (resizing)
-(normalization) JuSul) a8 anlaig (Tensors (A PIL ja 5} NumPy

Olaal bl dae) (il lad e ¢3aS torchvision. transforms aaiiud ipadiall A eall e
LS .2l ONN z3sai lgadgiy 1 ducliall Sai¥ly ol ) Lebisas oy Lagadd) jsea o
g55 8Ll (YY) i) ol Sgdall ol (fie) Ansead) i) 52Ly ahe Y Lgaladiad (Say
anenill e = 3gaill 8508 Gawady cuyil) Glbily

:argparse (7

S cldaall L) Jie calg¥) sl (& Bilugl) $IY Gl b duld 45K skl e
eyl L] yledl)

o0 e Lae cagaalyl phai) Alguw Lalsl o dgaly wasiy upshall med bl e
Usgewr (pxml) Gaal) 22 (ULl degana jlas dadall aas caladll Jara Jin) cilaladll
Byalie 26l Jaaat ) dalsdl (g0 il jageal Ll e

gy S lagdl) Chieai ziga cupli Gageal Jeal argparse paiind ipgydall (& el e
<libudl &lylasy (hyperparameters) 4abidall 4Ll cilabeal) 4jat Jgn Lea ¢sSall g

Z39al ool et Dlae B (gon el 525 cdesiiall
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duaiall sl & deadiual) Django <lise .4.4.3

gl Caviea duaiad Lpalal) dgalsll sladY a1lise andicd . Laalls

:django.shortcuts (1

s lealy b 5 Sl llal) 35 Jugd] Aails saclas Cillay st Bang tiheasl) o
.redirect s render JDjango

Lol Caillaglh chlaial b DA e 5eball bl Tlan) ST 06N Jaad rclindl o
S JS

(el HTML ll8 2008 Django (views) oaje Clgaly 8 eailui il (& sall e
S bdll Gt ddee da Greddieedl duag Bale Sl (Badll 8ypem Joead dada Ol
Ala @y il dadia ol ikl dada

:django.urls (2

-Django ;3 (URL routing) Gsxbill ljlue Coojadl sasg tciuasll o

Guki & (views) il Cillag ks 4S5 URL (plic blal woaty mad scilipall o
Aadleall Cusliall 26U ) 83 )0l cugl) cililda 4agy Les <Django

daie o ] dsagl Gpertiaall Ko ) chluall panil aadiid rpgydall 8 el e
Iresults/ g «ciiail) dolee il /classify/ 5 casd 5yeea Jreadl /upload/Jic ccugll

:django.db.models (3

-Django & Llull sac 8 Jglas Jadi Al (Models) zalaill ¢liY Basg iciuasll o

e Yy Djangoc 2 _=ldll ORM (Object-Relational Mapper) aUsi jig :ciliuall o
) 2l e Jelial) Jacusy Lea Python lESS cliball 3ac Jolaa e Jalails ¢psjphaall

Lsu SQL il 4,6 Y dalall iy
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G dasadll Hgea o Cilaglas (piail lild) sacl zalas Chuyail aadied sp g piall (& sall o
S o(AE) dajy sasall A3 i) Capail) mil o(Cild) aud Bygeall Hlus Jie) lelwad
bl Al dgalsl L e L (Jsd0 Jand Qe daial) il 1)) uerdied) Glily
Dllanl) Ay v Al
:django.contrib.auth (4
- Opeddicaally Jodall diaas ol 5)15Y Django (8 daede Baag iciiagll o
Qb el Zila elld & L el JalS angdig dBalas alai agi ruall e
il ganally @listY) 8lly ¢ g ral) LalSy an¥l Joaall unass fie) dsliaal
2t} yadd) Grertivall i mavy Les cdagdll Cavieatt date ualll padicd sp gyl & sl o
A Sl il olin Galal (i el 3y chiiesll G ) Jpaagl 5f paal en
bl Llesg Jguasll
:django.core.files.storage (5
cOpeddiaal) (e de gyl Hguall (03A35 Jread xe Jalaill Baag icagll o
‘?J;AS\ Glilal) alas Ao elld (IS elgu ccalalall (0385 e Jalaill Banga dgaly g5 tliaall o
(storage (3Rl SY¥gae DA (e (Amazon S3) S ol cpianll cilars o ((;'a\):é\j\)
backends)
Ggals s Operiieaddl UB (e bapdll sen (uasd dlee Y a2iid spgyddl 3 sl
AN e z 3ga Ly Liallan U palad) o el U< Leijass el
:django.http (6
. JsonResponse Jic (dawaia HTTP clblaivl oLy sasg iCasll o
Lo cdaade Glilatal eLih maw bae HTTP lilaialy bl Jial b g cclipadl o

JSON. (3esiiy il a3 (APTs) Ciliadail) daayy ilgaly &y
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Ldll s 30 g L) eJil s e AP (Sblsiad olady aasiide goyial) 3 il o

B A elad¥) e dolaill o (Al Gadss of Cagl) 3kl daala) dgalsl) 1) JSON ooty
Lot Jiliys 2l HTTP Ala jse) £ Lo b oo duaial) g adiiadl) Jelis £l caaas

Juaiall £l (8 dariinual) 520 laal) dalal) ISal) .4.4.5

gl 55lag dalall Ll dalleal Clgal yiss P& (e ducaiall daalul) Ciillasl) cLaSall o3a Jah

zjson (1

JSON JS& o ol J< clibal) daeady cpiaal il (& Lald 45K tcaagll o
.(JavaScript Object Notation)

¢ &ally JSON Judb ) (adlsally Lusalsdll Jia) Python <llS Jugatl Caillag jigh :ljaall o
Gladall daay clealy ae ol Laiadl bl Gl G @bl Jols Jew L
Yy il Aaley ESTg 8e)all Jews sl cinad clily Gawi 58 JSON daa,lal)

el Bl sl (AR Clabeal) Jia) z3gaill ilisSs 3aTl pa3005 rp gyl (B jsall e
Juiindy Jly a8ld IS5 aadtd LS Alggen aelf (Kar (ot 8 il il
.oSalls (Django) Zlall dgalsll ) (rriasiall) casll Znala¥) dgalsl) (o il

:datetime (2

ciatl) )l G gty cclslly gyl LIS ae Jabeill gl B Lauld A5Sa tChasll

b sl Al Jia) dubeall clldeal ehals gl flill ae Jolaall @ilid i sl

'-~!... dls.«ili -* . &A}-ﬂ ‘.; Saj ,',:9: ‘(g’_jbu\ /elﬁij\

S il <l ) A3y (timestamps) dvia) alshe ALRY andind rpgsdall (B ) e

bl didss Jagadiy el dalee JS 6ha) &8 e 2 (B 2ol Do dagdl) s3sa )l

& Basally 3Aul el digms Liss Clasbie sty cdaasall eldl Ay gl g e
Aue liall 45))

53



Ciiall) g il ulg 4.5

eI Al Cpaaly (Gand) aladll 7 dlad qupail Clibudl cile pana s .4.5.1
ok b lgie e Y Laslud dingia 59lad (Dataset Splitting) <Ulull Cile sana sy dilac 23
L5 Bl B Lals ¢(Deep Learning) Ggmeall alailly (Machine Learning) (Y1 alaill 73l g
o gana 18hadia e B Cilegana ol ) aveatill 138 args [[12] [10] (Computer Vision) dusalal)
AW cldedl Lol (validation set) (38s3 deganas ¢zisall alail (training set) )X
zagaill Slgil 1Y) il (test set) LLoA) deganay (il BE AR axiiy (hyperparameters)
sl Aalaiag Allad AT 2235all (Code) riadl Sloll 238 [13] Lila &by e clily e
Do Gl (g el g5 Baaae oy Bhats S Segena ) T B35 s by dogens
[14] Laalal) gitual)
[15] B dlae (S5 bl aoil dadaiall dungial) o3a aald
z3salll oY Gaie pe sdge al 3eatl) desens padid Cus 8By igall) ol andi 1
NETSRAIRSPE i Baaa by e
LS oS @il desane oz 3sail oldl Llhe PR (g 1 dagdlall B ajdl) gia .2
gl Slelay) Masly 1< deedlall 8 Lo ydll clodle
lgadaiy bilul) Jaast clilee Jaced dakiiey dacaly ilily 4y b 1 dyadl) BeUS (puuad .3
skl sy e ey el 2l (e SIS Les ¢ randl alall £ 3L
Jola oo ) (635 Las (Gaand) aletl) Z3las iy oyl (e uladd iy (3 Clshadl) 038 agud
Bl il 3 asentll e 585 48150 ST duguls 43
alaill J&5 aladiuly ) geal) Chiinall (Guend) aladl) g dlad andiy quai 4.5.2
A8y dagia ol Baiae dilee  Hgeall Civiail (Deep Learning) (gaeall alaill z3lad cays Jiad
3as oyl Sl ) axdiesall (Code) grimad) oyl wid [8] Jlall asenilly JiaY) ol (Lol

(Transfer alall J& 408 aladisl  (Convolutional Neural Network - CNN)Ladds duvac
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(Adam o3 (yusts dlaulsy (Parameter Optimization) delaall (pesd e S5l z= <Learning)
dadin clily Glegens o e Lol Z3lall 58 yid ) zeill 138 Cagy Optimizer)
Aagalls Lald 508 iy Glesane ) dalall o € (<0 J Les cBaane o algad Lot
all eyl A DU A sulal) algall (e g ddagial)
Wiilsiy clitel) jgai.4.5.2.1
degane Gubi o Cus fGaeall aleil) 23l s b dewls Al Bsha bl jugas dilee <55
<Blgaill 38 PyTorch's torchvision.transforms 45€a alaAiuls (Transformations) <bgaill (e
Jd&rg ¢(Data Augmentation) dawxill cillall g6% 5aby c DA bl dngi taliad saal 4y pa
b Lo didadd) dadsail) EDLgatl) (e [3] (Overfitting) desDlall & Loyl
(e 224%224 i) Bange o] N joeall poas ans 3 2 (Resizing) adal) juds e
Gl cDlaae il z3sail) o Ganas 138 Lppasl) AK0al DA sl e e cassliml
JENTIVR
Gkl (Se ccupiill dlsye & :(Random or Central Cropping) (5l o Algdall (all) o
@l ilage b L Lgygeall (e ddlida eyl 381 S G (lld) g55 82031 Slgdial) (adl)
Syl 0 ol Y1 il e 550l B lecd (5l i) Jualis ¢ LaaY
e oy Gua (lilll 52l [ N:a g ‘?_es‘ﬁ\ lall a2} :(Horizontal Flip) giﬂ\z\ ldl) o
s o Al A Loslae 05 of Lo zasall aeley 130 L Jlsde (S Ladl 55l
55l Jahs sl
&Y NumPy cligias ol PIL (Pillow) jsea (gl i :(ToTensor) 43sa (i ) Jagalll o
Ul e g il 138 aa Jaxi PyTorch z 3lad N 4)9 yua 8ghadll 38 PyTorch Tensor (g
andat oyl dolee Aoy sl Cpeail dewls dolaall s3a a5 :(Normalization) anbill o
iy Ao gana G B3cinsall (Glonall Gl ly Jousgiall o aladiuly jgeal) 5 COLS o8
O Sliall Gan aia Lae cange BUad (pana 2l CAN a8 O (acas 1 .ImageNet [16]
S a8 GBS ey el Bikee e S
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Aadinl Bl Gaailly il bl Glegane Juead S ocDbsadll sda Guld am
L ¢Bysiua (Batches) ciledy ) llull s dalee 232l) 038 Jgud .torch.utils.data. DataLoader
pedi LS Laaly <y 4 Gl Bae dallae P e il Ddae (o gpung BSIAN alasiad (e s
JS & bl (Shuffling) (Alséall Lalally (Multi-threading) Jasall 2aaiall Juesill DataLoader
Z sl e e g Jaadll e iy Lae dia

(Transfer Learning) aleil Jéi.4.5.2.2

[17] ResNetl8 zisai Jraay llyg calaill & 4@ (o € (<& (Code) (graall Sl auiiow
Clie Slaliiiins Llie lise Lyl z 3Ll sda 225 ImageNet <Uly degane o liwa il

degtiall Houall (o Ails LS (o uliaall Aoy DL Caalad g Gas g8 (Feature Extractors)
Jie dale e Ao capail) e 508l i€l 3 ResNetl8 b adg¥) @lidal) of i 12 L[18]
Sas dugals 45 alge Ao Lghula Sa lly (JIKEY ) cdans¥) ccalgal

(Fully dskall dakall Jlagul @ub oo snaall bgall Chiiad dage culid zigaill CauSh oy

o A& il j) ddagiuall Ul 23 xa (386T Saas Aiuday z3gaill d0lgal) Connected Layer)
5 dbaliiundl Gfd) e daliall ResNetl8 & diludl cilaidall oisl (freeze) st (Ko -(Alad)
22 8 Byl il e 3ol US4 Whal piaa ales Jaea (fine-tuning)lebasty  Led) oSay
Aadl) Jagadll sadaa Clibeal algal z3gaill CauSs oy (Al

ale aday (A oY) «nn.CrossEntropyLoss & il ¢(Loss Function) &lwall ally IS
(bl st Caiaill JSlie 8 aly Bai Ao Al o3 aadind L jgeall Chriaal aladl z3gail
igdal) Glbawll e (Aadsid) Ul aal) aisl) zisedl Glajie seli sa e dus
[19] oSan 2n ol ) sleal) s3a 5 g oyl dlee (pe Caagl) (Ul el ajsill)

awdilly et dils .4.5.2.3

Cilly degena Ao LS S ((Epoch) caps 850 JS 8 Lalaill didee jasa (& Captill dils a4l
el (e dads JSI RGN gl Gk s clglaSl il
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Z Y z3sadl) Y LA dadal) (e geall 4335 £ :(Forward Pass) ald¥) japadl) .1
Al 4l e O dallees 3saill gt .cilasiall S (predictions)cslad il
zAgail) lgauil ‘éﬂ\ ladgill (s (error) 8)ludll s’ i(Loss Calculation) 8)lwdd) Glua .2

Bluall dad 58 CrossEntropyLoss. &l aladiuls (ground truth labels) Asaagall caluacilly
Aspsal) Sl gl 8 = 3sail ool ege (530 )
sl e dawalls )ledll (gradients) syl lea a3 :(Backward Pass) A jpall) .3
AR L) auls A8y yaall c3shall 838 .loss.backward() plaials oyl AL & 3gail
S Uasl) & zasall (8 dalaa S aalud (&S sl ¢(Backpropagation)
zAgail) sl Euasil optimizer.step() Ej O a2 ((Weight Update) ¥ Euaas 4
ol gALai e JS Ui optimizer.zero_grad() alaxill jaead L Agwaall cilayiil) e 3l
A clayil) e Jagh aciad Gliaail) G cpecar bee cdilad) caladall (e LS5
sl lay ol by e zigall el anil (Validation) 3aail) dlaje gyl ccuym ddla S 2
Lea ¢(aacll 48y Qlie cupmill lud Jie) dBally 5ludll Cilsinial Sl avy daleall 235 . Ca )yl
oedlall b Jaydll (e (SLie aaat b aelng el lae e zdgaill elal Lyeny s jiss
(underfitting) dasdal) & il l(overfitting)
Saiil) clidiy clibad) dadlaa @ guall ciiall (Gand) alail) GSLAJ JYail .4.5.3
zoleill calagil dacls Bdad (Deep Learning) Gaeall alaill = lad & (Inference) JY i) dls ye A5
Baas by (et Base (2] z 3l Aladiad el Cus o Adall allall Cligls 8 4l
& sl bl canlil lgaaSiy Aasall Bgeal) Aallan o el 1 S5 . [8lAdse
[17] L) Jodall by & aUsill ddledy 483 ey Lea ol sy gl 2 ])a00)
lgabet 23 ) 4ilisly el Ay 5alaiY «(Model Loading) g 3sed) Jseaty QYY) dibee g
et Sl) ImageNet Ul desane e all ResNet]8 zigad Jaaad day oquyil) Al e ol
Ol Olye¥) aead day L Apaal) &3l (pe cliall a3l Lanad Aupadll (3e¥) Jead 2y ¢(45 1000

1231 [10] I8 el = 35aill Bgigag il ol (lanal ((model.eval()) amiill auay b gl
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Gaeiil] ae dlaaal) §ysuall (3153 Olaal (Image Preprocessing) ddssall §)seall dallae 22 dilac 250 o
oL (aarl) dls e 8 dardicaal) @l pa dpldaiall CDLgaill (pe dludes (udah G Lz 3gaill dndgiy (3
oty bl (Al 7 3sail) of Glawal ala (3l 138 torchvision.transforms &S aladiuly cayal)
Bowall aan judi tCbgatll 038 Jadi Y] Hoax aiar Las clgale (s Sl ailiadlly agill
Tensor ) Jigaill ¢(transforms.CenterCrop) s (3Sxall e)all ad ¢(transforms.Resize)

.(Normalization) b\-\lﬂ:\jb «(transforms.ToTensor())
oskis sl 3 Lngiall o2 aald L dasiall (3randl abeil fgolial Llee Gk gl 130 (Jid) i) b
Gl Calidd Ui Lull Loy Lae lle 50US il canentll AL (ugi jgem sl z 3l
liecse dupaall 7 3laill 868 G paall ) LAladll Jagudll 535a and Jlae 3 daldy cdngalal) L5

L 535000 iy Gile gana g Jn Jle ol 33 Gacay clilull salsy coliip 4Kl Slideaalls
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(o pmtl| Asolyodl) loall ol .5

Legal 5.1

Bags Aoy Jadd Basly dylias Bigea (e Baddie g g 1y (LAl (e sl Canill Ja dnlsy
laal) alal) e Jewt dumia sy ¢ il Lol 8y5em it Flany HLal 263 2 3lai Canyi Jaal)
el 2l diaid) Ll Jaal oala wla e daidl ad) cdllie i dupat el (ge 2SHL
A Rl 3 5)sShal) Ak s a2 Lo e sl

Z ail) daland AP ) puall 2l 5.2

Aades IS a5 Laadl geall e Jedls Goed cbaall Jagidll djglae auil Lnlidl) dbealgall (o
Bya S il ygum gl G Aludu IS 0385 (172) oaad) s 23ne g et Jlae B
g el Jsul) 8 (D)5 Jail) oo (A) dd) Cus (A, B, C, D) Jadl) djedae Gy i
Al dalall jeln Uag . Aubdll Jagdll 5aga sl dulee (B daddiuag Sadiea dyybias Bygea 20
bl g aah ki) dagadll Ljglae Chuiaill Cliadslod Capsi dilead o35 Al aas Hsea
g1l Doyl (Computer Vision) dusalall 3550 Jlae (8 daysne dadl il (Data Augmentation)
3] Al Glll) 0l s3g0me Cilagsline 8 Lesee Y ¢ Grenl) alill 23l

5elill lacal Laadia ol GliSe e alaeYh Glilull auwgs Lagie Gulad &3 Gl s <
58 S Ayt by Glesene sly 3 bl IS0 aged Les bl Al Adee 3 Lg )l
DUl &?9 <Albumentations S e Gpatl) BlBY) Jon aiiall mgill Hgaadl Aaadlgy ‘19‘9..!:1‘3
Ol (e dauly degane i o 4% Cigyee peall Glily sl oY) e Jae
(Code) grraall Loyl (e .[4] A8l 20 de pu (3:853) (GPU) Sliases)ll dadlas 5ang dagerdll
Ll Cagyl b sakeally dpanhall ClBAY) sSae ) Ciags dediiey dawla] Gilides (ariidl)
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«(A.VerticalFlip) (s3sealls (A.HorizontalFlip) oY) Qlll Jain :dsulad) dautigh cdlgail) .
Lalpadl  pgully ubdlly  Jsaall cDlgals o(ARandomRotate90)  (Slgdall gl
eanl) canmgll 8 @yl Lglie z3sail) Jan (8 Olsatll s3a agad .(A.ShiftScaleRotate)
Bygaall Jals xiagally

oilly okl Laes (ARandomBrightnessContrast) (saals :sllagaally Ol cOumad o
Cagsla & DY) Slad cDlgatl) s3a (A GaussNoise) dueglall eliaguall dilialy dilpdial)
Apadlll ) 8 2 Slail) Lggals 28 ) (o geally 5oLy

auall asgdny o(AElasticTransform) (el agadll  Jady :dasiiall duagdall clgadll o
Lals Loeal 1) cDLsaill oda 245 (A OpticalDistortion) (§yaull 4ssdills «(A.GridDistortion)
aanill o 3sail) 88 e wi lae hpgeall B Auhad ey ARY dawia Clagdn sl Y
51 [6] Alal) of lslsl) J<a b dailall ilagill ae Jaladl) o 5,8 ST alensg

s 3eliS lehaing Lalad Juxis seall 5eLil «OpenCV (ev2) 4iSe (pawsd 5«9l dga (e

b gl pan dng e Lae aladl) B o Lliall ae Giagioe page () alsdl) peall pnas

Gl Clilall ol aa Gald) Jalaill glob g 05 (ii€a aladinl o5 a5l LS Laaall Ll de gana

bl Glalaall JSha ae casSilly podaill AL Lgie s daleal) Jrs Laa cdpzayall Houall (e Jladl)

Ldl) Guiil jsem 830 lgilang c(gpeall duglad) Ashll b dlial Ak Lk §y5a (1-5) JSal) ek

S QR Jie cDlgas jpeall el o) Casy Albumentations. (e dediie CDliga Gulai da

Opell disaill Jie dpagdnll sl ) ALaYL (alally golandl juads ¢ joenilly sa5anlly

& o28lay aS gt g e 45Kl 5)38 )Y (GridDistortion) ASAl) 4145 I(ElasticTransform)

bl
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Albumentations a) il dadtiall Glill) gaaasi o8 Aadlll cSusal) Ao ALY (any 1(1-5) Janl8
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Ciiatl) g ila ulg 5.3

eI ) sl (g (Gaead) aladl) g ilad cuyull clibnd) Clegana andi  .5.3.1
) alaill =3l iy skt & dawlud 89lad (Dataset Splitting) lilal) Cile sane avdi Lolae 245
Computer ) &ugulall 355 Blus & dald ¢(Deep Learning) (Gueall alxilly (Machine Learning)
aslal (training set) cadi de gana Bhdic ducjd Cilegana ol ) araiill 138 Caagy J[12] (Vision
i elaY) s (hyperparameters) 4l Gilaleall Jascal (validation set) (323 deganay ¢z dgadll
23 [13] Lol &ipe e by o zasaill gl elY) auiid (test set) JLaal deganay eyl
GV hie 832k jm Glily Aegene vl dabiiey Alad AT 233l (Code) @riaall Sl
%20 (training) a5l %80 Aoy Cilbilull asadi & Cus Badae Gl (38a3s )T o gena
Lae (Gaaall alaill z3lad aniiy oyl e (bl ol 8 Cilshal) o3a aged (validation) Ggéaill

AgaBloll il 3 ssentl) o 8,85 Adgige ST Auguls 455 Jsla sk ) (535

J5al) il Gaaald) @hﬂ\ CALA.' ‘49*.\53\5 o .5.3.2

(Convolutional 43 dssac 4Sai capnil Slels Ha) aadiceadl (Code) Griaall Slojll a8

i Jde 3SHll xe o(Transfer Learning) aladll Jai 458 aladiwl Neural Network - CNN)
(e Ao gana ki & Cus L(Adam .Optimizer) a3 Guai ddaulsy (Parameter Optimization)aaleall
<Olgaill sda PyTorch's torchvision.transforms 48€a  aladiuls (Transformations) <ligail)
&t Bdll ildrg ¢(Data Augmentation) dunydill llall g5 50b) (Al el aua gl 49 pun
Gailly il bl Glesans Jaead ah ccBlgaill 38 (ulai aay [3] (Overfitting)desSal)
(Batches) cilady ) lilull aswis dalac 45410 o3a Jeud .torch.utils.data. DataLoader plasialy 5ol
iy b clie s Aallee DA e sl Alee (e gouds SSIN AT G und Les cBiea
o G pailly calaill U5 48 (3 S IS8 223l [17] ResNet]8 z3sal desd o3 o5 asly
Jaiu) ok oo sl Jagdl) Caiial dage uulid migalll CauSs a3 ImageNet Glily degana
ddagiual) @l 2e e (38l5E S duday z3geill 45lgAN (Fully Connected Layer)duadl) dauall
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& «(Epoch) adi 8y50 JS 8 Lalaill dalee jaga cupull ddls 25 N EUIENIIFATY b ol C‘.‘Ji)

(Validation) (3asall dlajye (5o ccuym dila U aang L leleSh il lily degans e )il

el o lay o bl e z3satll el auiil

Ll Lgleny Lo cille 80lS 3y ¢ mrantll LB ¢Augh pem Cliaa 3Lt eliy 8 dongial) 028 aalid
Aldall oyl daajjlsd dee &l (2-5) JSal) ek Awhdll Jagdl) saga and Jlae 6 i
Ly s g Al (3-5) JSal Lelshy culysy e cupall Gilygy e aad 3 4l Lale A
Gy G (e ST s cyen 2ae vie 4l il DA (e G Al Al lelaly el
Jgemnll 2y ¥ 2221l &y oy il ¢(Overfitting) Alla 3 g sl cuimily gl o iU (il dlee
Jyeaall 5 Canyl) dodeal 83 Jumdl of gaall (o LoDy cCiieail) didee (ga Bapall il e

:(0.955) o lede

) File Edit Selection View Go Run

EXPLORER augn 2. Comba y train_classifier2py X

def main():

data dir

train ¢ TERMINAL

train_class
train_|
{} trainin

vrle 485 Val Acc: ©.825

©9.4248 Val Acc:

3312 Val Acc:
733 val Acc: 9.9

ss: 8.2423 Val Acc:
Epoch 6/18 Los 661 Val Acc:
B ne p3gas Jasl

UTF-8 CRLF {} Python | B3 Signedout 3.11464-bit @ Prettier (3

A Aol Cisiaaty QalAl) g 3gail) canpti Aulens el 2(2-5) JSaN19
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File Edit Selection View

OR

augment1
augmenti2.py Wit - ()=
£ checkpoint F vels in val 1d:
Combainin
Combainim 4= (preds
rect / len{val_
ppend(epoch_acc)

print(f {epoch}/{num_s } {epoch_lo f] poch_acc:.

if epoch_acc » be:
best_acc

==

[J python
[ python
HEL ™| ) i3g 5. .. [BJ python
Epoch 7/18 ©.2073 Val Acc: [ python
Epoch 8/10 0.1923 Val Acc:
Pyth
Epoch 9/18 : 0.2017 Val Acc: 0.9 i
B ) [ Python
Epoch 18/18 0.19 Val Acc: 8.9175 BJ

[ python

ifier2.py

curv

® Training complete. Best Val Acc: 8.955@
S E:\SVU\MPR-Final semester\src> ||

» OUTLINE
> TIMELINE

Al Aledd) ity Galdl) zgail) cupsi dolee (1 £lgiY) :(3-5) J<ad20
gilay Laldl Gyl @liaie o(8-5) (7-5) «(6-5) «(5-5) «(4-5) L JKaY) ek
Jagdll yadl dedd) Jedledl Cavieanl)

Training Loss Curve

0.9 1 —&— Train Loss

0.8

0.3 A

0.2

T T T T T T T

1 2 3 4 5 6 7 8 9 10
Epoch

A Do) i ada 1(4-5) Jal
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Training Loss Curve

—— Train Loss

0.7

0.6

0.5 4

Loss

0.4 +

0.3

0.2

Epoch

A Addedl) )5 aa 1(5-5) JSaN22

Training Loss Curve

—— Train Loss
1.0 4

0.9 4

0.8

0.7

Loss

0.6

0.5

0.4 4

0.3 4

Epoch

AN Aduadedl usdi inia 1(6-5) JSI23
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Training Loss Curve

—— Train Loss

0.6

0.5 A

0.3

0.2 A

0.1 -

2 4 6 8 10
Epoch

Gl Adeaded) a5 (Jinda 1(7-5) JS24

Training Loss Curve

0.8 +

—— Train Loss

0.7 1

0.6

0.5

Loss

0.4 1

0.3

0.2 +

Epoch

Aaalal) Aded) Gy ina 1(8-5) JSaI2S
zilesy Laldll Fal) Glisie ((13-5) (12-5) (11-5) «(10-5) ¢(9-5) adul JISay) qlsd
gl il Aeaasl Judlll Gl
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Validation Accuracy Curve

0.95 1+ —e— Validation Accuracy

0.90

0.85 -

o

o

o
1

Accuracy

0.75 1

0.70

0.65 4

1 2 3 4 5 6 7 8 9 10
Epoch

Js¥) g agall dBs ata :(9-5) JSal26

Validation Accuracy Curve

0.96 A

0.94 +

0.92

0.86

0.84 4

0.82 -

—— Val Accuracy

2 4 6 8
Epoch

g.;tm zgail) 48a e (10-5) Jsa27
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Accuracy

Accuracy

Validation Accuracy Curve

—— Val Accuracy

0.85 1

0.80 +

0.75

0.70

2 4 6 8 10
Epoch

G g asal) BBy iaia :(11-5) JSal28

Validation Accuracy Curve

0964 Val Accuracy

0.94 ~

0.92

0.90

0.88 -

2 4 6 8
Epoch

&Ll 7 dgaill 48y iale :(12-5) J<ad29
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Validation Accuracy Curve

0.94 1 —— Val Accuracy

0.92

0.90

0.88 -

Accuracy

0.86 1

0.84 1

0.82 -

2 4 6 8 10
Epoch

cualdd) z3gail) 483 Siaia 1(13-5) JSadi30
Al ALl e Adlpte Clie o (hpal) (e 20l AL Chisy (alal) B £ 3sal

b LS bl il

python predict2.py --image "E:/SVU/MPR-Final semester/test_images/A2_014.jpg" --weights
"E:/SVU/MPR-Final semester/src/thread_classifier2_best.pth"
EdPredicted class: A2 (Confidence: 100.0%)
[l Probabilities:
A2:100.0%
B2: 0.0%
C2: 0.0%
D2: 0.0%
python predict2.py --image "E:/SVU/MPR-Final semester/test_images/B2_026.jpg" --weights
"E:/SVU/MPR-Final semester/src/thread_classifier2_best.pth"
EdPredicted class: B2 (Confidence: 71.7%)
(Ll Probabilities:
A2: 2.5%
B2: 71.7%
C2: 24.4%
D2: 1.3%
python predict2.py --image "E:/SVU/MPR-Final semester/test_images/C2_038.jpg" --weights
"E:/SVU/MPR-Final semester/src/thread_classifier2_best.pth"
4 Predicted class: A2 (Confidence: 50.1%)
[l Probabilities:
A2: 50.1%
B2: 0.3%
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C2: 49.5%

D2: 0.0%
python predict2.py --image "E:/SVU/MPR-Final semester/test_images/D2_026.jpg" --weights

"E:/SVU/MPR-Final semester/src/thread_classifier2_best.pth"

EdPredicted class: D2 (Confidence: 99.5%)

[l Probabilities:

A2: 0.3%

B2: 0.0%

C2: 0.2%

D2: 99.5%

Confusion @l 4 ghas aladiuly Cidall) zilai o) andi 5.4
Matrix

Lgai .5.4.1
o Lald (AdlS e (Accuracy) A8 Jie Aasad) V) aledl) #3l ol au Ganlie 0585 L Lle
O A glsl o Aol 48K 58 Ladie sl (Imbalanced Datasets) 43jlsiall e clibll cililoc
Aol 498 dnlilan 821S (Confusion Matrix) SLi¥) ddshuaa doaal 0 L Aogluia pe Sasy)
Mghiae paiind aliie (K5 il 2l adli DA e zisal) ol Jon dleaie du5) i Cus
el 3 Canally sl Ll Gapdidnl Llaal) landailly A€V Slal) 6 auds IS @l Y

[25] dae gumgally dnall el Ganlie (e de sane (aDAuly cdaliaall 3l elaf 43l

ALY b ghuan ciliga .5.4.2
s WS ([27 26 25] (2x2) Jsan b Bale Llia o ety lisa anf (e i )Y) Adghinn ()5S
(ot L)Y Adghias liga . (1-5) Jganll (3 maage
gl g L U dulady) <V 2 4 (True Positives - TP) 4dudall lulay) .
A Glas sa Lladg (b (e lias Ladd o ) 1 Je L play) Ll Lo mona U5
IS 7354l L s ) duladl <Vl axe . :(True Negatives - TN) daiadall clulud)
Glas e s Ly (e Gmpe lae e L b ol sJe Aade il Jle mona

e
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(Type I Error). Js¥) gsill (e Uadlly Ll el 2(False Positives - FP) &3lsh) clulay) o
ob sl 18 L Anlay) el o hla S zhsall b L A Buldl Y 2 n
A Clae e oa Lladg cle e Glias Lads
{(Type 11 Error) S g1l (e Uadlls Liad el :(False Negatives - FN) u3lsh cibuludl
ob ol 1l Laule e e lla 0 #3sail o T ) dnlad) YW s

LYY A8 ghiaal dplall) L) 1(1-5) Jsaali2

) adly g gadll L il Al i gadll L
(Predicted Positive) | (Predicted Negative)

Alag) Aytadl) ol

(Actual Positive) (TP) ftaall <lalec) (FN) 80 el
el Aladl) ) (FP) L3S ity (TN) sl ol

(Actual Negative)

ALY A gtan (s dealiied) oY) (unlia .5.4.3
b Lad z3satll el Gacl Lagh a3 GunlRall (e draly de gane Gilies L)Y ddshias W o
s enladl 038

20 s o dapnal) gl daws Gai Cus (ubiie Jawl (& 3821 34 i(Accuracy) 481 e

ele JS8 manall gl 8z 3gaill #las (g3 e A8 judd Ll
TP+TN
TP+TN+FF+FN

Accuracy =

.(Positive Predictive Value) dulany) 450l daalls Liadl 4840 Ca%a5 :(Precision) due sl 483 o
RS (35S0 Lavie g Gubiiall 138 il damcn clS 3 AulaY) gl Au 28l i
Adle (FP) 23080 cilulasy)

TP

Precision = —
TP+ FP
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Lagall GlolaY) Jaee sl (Sensitivity) dowball Load clexia¥) Cajad i(Recall) slesiny) o
e gagall oKa ‘";"d\ dadadll dnlad)) VW daws clediaN) Lwd (True Positive Rate)

Adle (FN) £ clulud) 3885 (0585 Latic. aga (el 138 . mncm (S8 sl
TP
TP+ FN

Recall =

oudd (True Negative Rate) daiagall clulall Jaza 1&4:’5 dac il ujaf.'a :(Specificity) dacsill o
PU eligall 12a Za J<a s e GS}A.’J\ S Al dadaal) Al V) duws dae il
Al Y LA clgnl) sl

TN
TN+ FF

Specificity =

(Precision) 48all (Harmonic Mean) )5l Jawgiall g8 F1 (whiae 223 :(F1-Score) F1 sliia o
s Gl dnla dllin (5K Lavie 3gail) elal il Qa1 pasid (Recall) elesily
Sl st ate Vs b Aala cele i ly 221

Precision ¥ Recall
F1l— Score =2 X

Precision + Recall
daalil) i) zilai Ao @l )Y Adghiaa (Gadad @il L5.4.4
el (o Aluaes SV Z3latl) anis il ((6-5) (5-5) «(4-5) «(3-5) ¢(2-5) :dshaall mias
=5) ((16-5) «(15-5) «(14-5) JS&Y) mliagis Jagdll Bagn and dilee b derdiuall dusadl)
il 73l ez 3gad UK Aalal) el Y1 Gldstenas Cilasasy «(18-5) (17

AR Ay (aldl) Ciiuail) z3gall ALY Abshian (unlie gilii :(2-5) Jsaall3

precision recall F1-score support

Al 0.82 0.86 0.84 100

Bl 0.66 0.53 0.59 100

Cl1 0.67 0.80 0.73 100

D1 0.96 0.92 0.94 100

accuracy 0.78 400
macro avg 0.78 0.78 0.77 400
weighted avg 0.78 0.78 0.77 400
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A Aaeally Qi) gl gz 3 gail LGN Adghina (ulia ilii (3-5) Jsaald

precision recall F1-score support

A2 0.95 0.99 0.97 100

B2 0.92 0.97 0.94 100

C2 0.99 0.86 0.92 100

D2 0.97 1.00 0.99 100

accuracy 0.95 400

macro avg 0.96 0.95 0.95 400

weighted avg 0.96 0.95 0.95 400

AANEY Aeaeally (alAY) il 7 gl @l ) Absheaa Gunlie il 1(4-5) Jaalls

precision recall F1-score support

A3 0.96 0.81 0.88 100

B3 0.79 0.95 0.86 100

C3 0.87 0.98 0.92 100

D3 0.96 0.80 0.87 100

accuracy 0.89 400

macro avg 0.90 0.89 0.88 400

weighted avg 0.90 0.89 0.88 400

dagl) Aeladly Galdl) Cauiuatl) 7 dgall ALY dbghan Gunlia gilii :(5-5) Jsaa16

precision recall Fl-score support

Ad 1.00 0.87 0.93 100

B4 1.00 1.00 1.00 100

C4 0.92 0.98 0.95 100

D4 0.94 1.00 0.97 100

accuracy 0.96 400

macro avg 0.96 0.96 0.96 400

weighted avg 0.96 0.96 0.96 400
Aal i) Aeadeally Qali) gl 7 3gail ALY Adghuaa (ulia ilii 1(6-5) a7

precision recall F1-score support

A5 0.97 1.00 0.99 100

B5 0.84 0.97 0.90 100

C5 0.97 0.93 0.95 100

D5 1.00 0.86 0.92 100

accuracy 0.94 400

macro avg 0.95 0.94 0.94 400

weighted avg 0.95 0.94 0.94 400
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Confusion Matrix
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L) Abeadeall Ciiaal) 7 3gaks Galdl) ALY A giena 1(15-5) JSad132
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Confusion Matrix

80
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True Label
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| | -0
A3 B3 c3 D3
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A Ao} i) g dgaiy aldl) SN Abshas :(16-5) JSa133

Confusion Matrix
100

80

60

True Label

- 40

-20

| -0
Ad B4 ca4 D4

Predicted Label

o)) Aleadeall Ciaall) 7 3gaky GalAY LGN b gheaa 1(17-5) JSad34
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Laldl) Aol Ciiaatl) 7 3gals (aldl) ALY Adghean :(18-5) JSad3s

Juglhal) duaiall Lapaailly Loblail) Aul) 5.5

Analysis alill Jlsi .5.5.1

(Functional Requirements) 4uidudigsl clulbisl .5.5.1.1

29, 28] Lsthaall daiall lisy da DU Lpgadasll calllaiall (7-5) Jsaad) G

AUsill Al gl cilallaiall 1(7-5) Jgaalls

sl aldaial)

Daall Ay il s aladialy sUaill N Jodal sl (Sa Jedal) Juas
Apad sl by Jaols s Gleay dinedll aadiendll (Ko Gl L&

(Ne) Luadl a3 22235 dsjedaall dagl 5y5em ad) a2iiesdll polaiey Bya by
ccasliall 7 3gail) alatialy Aaiil) st §ygeall sty HUail a2 By guall Ciiial
Mg G liaall dE Cauieall) Ao andiiusall alail) gl daall) jae
Apad sl ailily Jhawdy (e aadieall (Ko addl) dilall yag

Cgieal) g A ghpall jseall Jawe (alyaiad axiioall Ko PRECIN PR
Al el U e gging Jald i Jaeaty aUaill race PDF & Jsas3
Lokl ol (e g A padteall (K A daad
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(Performance Requirements) ¢¥/ cildbis  .5.5.1.2
uglhall daid) clisy LUl olaY) clillie (8=5) Jsasd) cn

plailly dali) o) culillaial) £(8-5) Jgaadl

uagll allatiall

(0183 e S IS dail e Bypeall Chiial w a5l dalaiudy)

cotdaadd) adiicall (pe gdna e laae plail) ac Omaddiasal) daad asa

el by sl & Claiailly Hgeally cilibd) (335 Al CpiAS

LSl 053 Culiliae 5 Sia sea cilile alaill ae sy of Bsl) ) geal) g Jaladl
.(Chrome, Firefox, Edge) &uaall ciladaiall men e plail) Jaay (a8lsat)

(Design Constraints) awwilf 4ed .5.5.1.3
A0alsl) dgalsll L) Django Aladiu) e
lailly jeladll puatl Bootstrap 5 alaiiul e
media/uploaded_images/ alas (& ) suall GRS e
Hsige st Lala Clealy Aiul mad Y o
(Interface Requirements) 4ga/alf cilulhia .5.5.1.4
gllaall deaial) Ly daPU) dgalsh cilillia (9-5) Joaall

alail) dgaly clilliia :(9-5) Jgaall0

allatiall paial)

HTMLS, CSS3, Bootstrap daldy) dgalsh

Django Framework d313) dgalgl)

SQLite3 el adlal) o clibu) Bac @

MySQL D anldl) e bl S lE

Gglalie araial (S g duall ao padiall dgaly

Lonsll 53gaY) Asanall Cualgall (i€al) o dage 2all 3igal)
JPG, PNG 334l ) pall
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Use Cases alaaiul) ala .5.5.2

(Actors) ¢ 1 aliaalf

.5.5.2.1

¢l L_\ﬁ:g cdtal UJM\ L:\;j\ 8y d;.ﬁé ‘M\ cﬁ)g :(User) M‘ eM\ °

FOB) G iy

-(/admin/) e daidl Je C3)ds:(Admin) aUall) pia e

iyl Aliiuy) oyl doils

.5.5.2.2

stlal) daial) oLidy Lo aadiua¥l el (10-5) Jsaadl com

Allaill duddagl) clllaiall :(10-5) Jgaally 7

«aagl) Jiaal) adlald) P
Laidl ) Jseas) RECHN| Jsall Qi
Cla el JRECHN| Janasil
arnaill §ygua JlA0) PRESO| Bpea pd)
Gl Casliall = 35all lasiad Al Bseall (st
Chsvail] il 528 Like JRECHN| Iagill gaye
Clasiatl) e dlacs alpiad JRFCIA i) Gialyaiad
Jels i o JRYCHIA PDF il Jesd
ailily (Jhass PRESO| el Calall Cuaas
Cpatiiad) LM .5.5.2.3

astladl) daial) oLidy Lo daadasl) clllial) (11-5) Joaadl o

AUAI dadiol) ciludbaial) :(11-5) Jgaadiz2

agll Sladla BTN
Jalll alail) e Jghana Gl paes aje (el & oSaal) (@dmin)ca,idll
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(Workflow) cduiaill cldee  .5.5.2.4

NOPENCI|JPRESUON | g ENPR
Aal) 5pas JAdig Bigua pdy o
el G Cacliall 3l Lolah aUail) aaay o
Aagil) aje s Bgall Ciial o o
ULl sl 8 Al il e
LWL PDF i de b adill Koy o
(Use Case Specifications) aliiiuy/ oyl clialpe  .5.5.2.5
Bysua ad) (1
a2iieall : Jiaal) o
Lol 501 + Bypa:cDAd) o
:Cblaall o
bl Lnda (e B8 o
bl acl8 8 5ygeall Jatny o
a2l Lghasy o
ail) Ao (aje gl e
Bygeall i (2
alail): fiadll o
) 1P |
L) §yat o ansliall 2 35all aaai o
Fonalial) sl Al i) 5pa8 slatil en zdgaill Jaead 0
Bgall o
A#ly dand) Oles o
gl byl (3
aaiaal : Jiadl o
DY BRI
(Eot) il (5yal (gpeall) oy Jsan relajiall o
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(Use Cases Diagram) s/usicy/ c¥fls bbsie awy .5.5.2.6
o padioally Copdall el 4y glaall deaiall Jadiud) eVl Lhia (19-5) J<al
gise dhulsy aladi¥) eVl Lbie sy & 4l e legie JS Aalall Ladagll el

.(draw.i0)

Al s Jabda :(19-5) J<&d136
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pdiicall dbii¥ (sequence) Judull bbie  .5.5.2.7

dinadt coben ol Ladiiiadd) gy agty Al cibleall (sequence) duedill Jalads (20-5) J<al G
gy aiail) dlasy allill o2y & caaaldl Byad JA) lgdiial Caslhaall §)suall ad) cailiby iaed (Jgan
anLiey blad) Glblanl) iy 52218 5 ol aniiaeall (Sy .5yguall iy 5218 e geitill Jaia
o=lall (sequence) Jededll Jaladia awy & (PDF) dapmy dihadsl e o deliag ddyll guall
-(draw.io) adse daulgy adiieall iah

] e

Sl [ Bach
il i i

Sausadl i) Kia

l_____________________________________

L i pllaall 2 sl o

il 5 e Juad)

bkl g sagm S

: il Lda
E“-'ﬂ J+E
s Lk

PDF =& o Jymad

piiual) cibilaal Jeudeal) Bbia :(20-5) JS&37

81



(Database Specification) <) oo Chaags  .5.6.1
el Rl e caali ) lendl aaad Ay AP a5l dilialy QLS JS Gilows aaad (S
cang o) dgally dlainall lgaid dandag dlaaical) ULl aadg ailawg "User”

User axdiuall gb€ clily 510 cliwalge :(12-5) Jg2alll13

User :lsl) ad
FK Badaiia B g Jal ) &9
(25 ¢f) & . . (Jaad) dandd)
Source daudl) daudl) bl okl
Ll
- PK 0 1 Int f >
user_id
PRESIVON| PV
- NOT NULL 0 1 varchar
username
UNIQUE g Sl
- 0 1 varchar N "
NOT NULL email (S5
ENCRYPTED ol dalS
_ 0 1 varchar
NOT NULL password
edil«.uj\ Ja
DEFAULT 0 . ool g
0
©) is_superuser

Adinall lgad danhg dlasiwad) Gyl Jasig dilewy " UserProfile' LS g9 (13—5) Jeaall com

a3n o) sl
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UserProfile Qbsll cilily s3cB@ clialga :(13-5) Joaalil4

UserProfile :obsl) aw
FK PP Jdele | Ly Ly . Fai
Source | (N | Lays| duans| cu (fi) Zacsd L
Al Glua 8"
- ¢ . e
PK 0 1 Int UserProfile_Id
user id FK 0 1 varcha pdiuall Ci%yaa
_ r user_id
) UNIQUE 0 1 varcha Jalsll as¥) osh
NOT NULL r full name i
- NOT NULL 0 4 varcha Al A 5l
r organization
) UNIQUE 1 0 BIGIN ailgll a8
NOT NULL T phone number

lgad Zasly Alesidl ULl Jasiy 4ilaws "UploadedImage' LS g5 (14-5) Jsaall cin

39:8lly Alainall
UploadedImage b cliby 31018 cilialga :(14-5) Jyaadll5
Uploadedimage kst aul
FK s o o i Sa g . . . ¢ 5
Source (25 &) 44 Aaddl Laddll il o (Siad)) Lacdd) s
Wanall 5y goall Coyra
i PK 0 1 Int Uploadedimage _id
AIET
user_id FK 0 1 varchar ¢ o
user id
UNIQUE , ) .
- NOT NULL 1 0 image 5 seall Cala
Lall sy
- NOT NULL 1 0 Float oo Cia
thread number
Axd giall dagiil)
: NOT NULL 1 0 Float Ardsiall Ay
predicted class
- PR . 2\_93.“ -
. NOT NULL 1 0 Float | (o) sl i
confidence
A \ - . u
- NOT NULL 1 0 DateTime2 G 55 &)
uploaded at
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bl o cldlall wasd .5.6.2

- Oadadi e
UL ¢ ABal) 1(15-5) Js2ali16
ol &5 Aagiall LK)
Al
4 dald dpadd Glaglas aaiiee K 1:1 User «—— UserProfile
lgtiieaty sLall Houm B2 ad) padiesall Sa 1:M User «—— Uploadedimage

:(ERD) 48le— L hakaia

.5.6.3

AN ekl Auglhaall bl Bac B racagil . (draw.io) adge aladiul 5\:1,&:1 e~ S Jalads oy o
UL Al dagday ULl 3ac 18 L8 8asagall UL ane)l) dilee daiis (21-5)

Uploaded_Image

+id
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+image
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L+CGHﬂdEI‘ICE

1:M
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User

+id
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+email
+password
+ls_superuser

1:1

User_Profile

+id

+user_id
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+organization
+phone_number

) addd) e daidl glii) 5.7

disal B
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33 €32 31] adsall i A g piall liba plags (22-5) J<all ek
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I

(Project Structure)gs ysiall alal) J<gl) :(22-5) J<&di39
aisdl) Glile cisags .5.7.2

__init__.py (1
05l b (package) D] 4B sang 4o (grins () o) Jund pasind Aplasl o
Aonay Bang 9 alaad) o ) e g8 Cile g i chaie o Bale (ginn Y chiagl) e
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settings.py (2
Al gyl clilae) e (sging dadagll o
Laileaglly Al il clne cclilal) 838 Clalac] (Bifiall cliubal) Cajes aslising o
WY clalae) ccadgilly dalll clalac)
(core) Alaa Ay (classifier) alaa 4 urls.py (3
s ciilagly URL Ly day (gl cgdsall & (Routing) amsill dasd sasy :didagl) o
Al alsaal)
views.py. & upload image slediul o /upload/ e axdiwall Joaa die 1 Jba o
wsgi.py (4
uWSGL sl Gunicorn Jie z Y adsd Ay & (galail) Jiid Jsaall Aais Aglasl) o
LGudkall hads cad Heroku s PythonAnywhere 4ediivg :Caasll o
admin.py (5
A0)3Y) Django aSa3 dasl & (Models) z Meill Jisaity eacsy :ddplagll o
aydall dagl & @llall (e iyl (anaedd ADA (e o idualiil] e
forms.py (6
Bseall ady ol ariiaall damed 7 3ga3 Jie bl Ja) 2 3lad iyl o (gginy didasll o
Lewyas Jd (Validation) lilull daa (e (3830 Jgaw (52501 o
models.py (7
Django ORM. aladiuls clilall aelgd culinyad Ao (goiay dadagll o
b e
O]l Hgum Jaal :Uploadedlmage o
i) e ddlia) Gilaglea (331 (UserProfile o
views.py (8
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el dagl (mye il 345 cBygeall ad) il o
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utils.py (9
e Baclie Jlsd e (s5iny sAilas)) o
o) z sl Jead o
caaatl) At o
bl 48 Gl o
thread_classifier{1-5} best.pth (10
PyTorch alaaiuls dyadl Z3lall e (sgiad cilile :didagl) o
Byt JSI Canteatl) 281 vie utils.py (e WRE Lgluas A iChagll o
db.sqlite3 (11
Adiad) jgeally Guersiaall (5al Ll Wajlis) 21 SQLite <alily sac s :dadssll o
.models.py + Aagyall Jlaal) le (553 :Coeasll o
manage.py (12
el Y el a8l Aadagll o
ahatia o At e
python manage.py runserver JAsall salall Jirds o
python manage.py migrate <lyagll ¢lal o
createsuperuser «yde adiiuwe ¢l o
requirements.txt s (13
Eariall Jaadal 4ygllaall LSS auans AilE e (soing :didagll o
-PythonAnywhere Jie )& a3la e g )dall cavath die addiug iChagll o
uploaded_images Alaa (14
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(base.html, home.html, ...) HTML <l (15

Uy aiall 4ualY) dgalsl) Jia Sl HTML clilal olal) Chasl) (16-5) Jgandl i
PRENONY

daiadl ot daadivall HTML <l iy Chuagi :(16-5) Jgaali/7

Al o) alal)

Dladaall Ab G Ehe sA) adyl k) base.html

cJsaally daaaall @blid (asedg et cap Al dad)l) dsdiall home.html
Jedall sl dsbia login.html

oAb padidll WDle) Asdia logout.html

cpddieal) Gilagles Jaaady aye daba profile.html

s Clea oLd) dadia signup.html

L) ity Jad §)9ua ad) dsta| Upload_image.html

oA Jreaty dblad) liiail) mpas Sl 230l dsgl dsbia dashboard.html

) Lagudl) il Aemcaiial) Zeial) platid A s (40-5) ) (23-5) oo JSEY) o

X

@ @& Home | auuiy)l aaiuall

C @A @ 127.00.1:8000 3= L 2

£ Cotton Thread Classifier

8 Cotton Thread Classifier

Al-powered yarn appearance classification.

weiall Sl plaziwl aiball basdl caai daie.
Sign Up | Junws RS INPESTINION

© 2025 - Ghandi Ahmad - Cotton Classifier Platform | duihidll bzl Catiai dunis

o Pmym~ 4 N e o S0 8
Laiall doi)) daial) :(23-5) JSa40
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@ sign Up | il L]

LT Sign Up | 333> wluws cliul
vsemame* ]

Required. 150 characters or fewer. Letters, digits and

* Your password can't be too similar te your other personal information.

-/_only.

Your password must contain at least 8 characters.

Your password can't be a commonly used password

Your password can't be entirely numeric.

Enter the same password as before, for verification.

¥ Register | Juzuws

q) b ENG

T

3 Glua sL&) dada :(24-5) Jsadl

& @ Login| Josul iz

| Login ‘ Sign Up

® Login to Your Account | Jazuwi
bl ] s>l

[T Create New Account | 115 <slus <L

© 2025 - Ghandi Ahmad - Cotton Classifier Platform | asibhall bgizll Cariai daio

Jsa e dakia 1(25-5) Jsali42
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@ M Dashboard | Zilill dg)

2 Cotton Thread Classifier ¥ Ghandi [ Dashboard | | Profile | | Logout

[ull Your Classifications | d&Lull Slayiaill

See your yarn classifications and export a full report in PDF.

‘ 2 pownload PDF |

2 Thread No. Class Bi Confidence Date

50.0 1.00% 2025-07-13 05:33

2025-06-04 12:29

2025-06-04 11:15

2025-06-04 05:35

2025-06-04 05:06

) ok ENG

@

Profile | yasill ilall

= Cotton Thread Classifier W Ghandi

) Account Info | szl Sloglss R Edit Profile Info | dpozuidl S Jasi
Username Ghandi
Email gandhihmd@gmail.com (DIt 1537 AT ot bl | oG8

Full name

Ghnadi Ahmad

QOrganization

SVU

Phone number

+963988183200

Save Changes / ha> | — Back to Dashboard / 4>gl) 4=l

axdiwall Profile daka :(27—5) Jéaid4
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@ < Upload Image | &puall za)

L NELELL TN Upload ‘ Dashboard ‘ ‘ Profile | Logout

& Upload Yarn Image | busl 8.0 g9,

Please upload the yarn image and specify the thread number (Ne).
bzl Bpai yanis bl §)so 728) vzp

\mage:‘ Choose File |D2jug,002.jpg
# Classify | auiai

© 2025 - Ghandi Ahmad - Cotton Classifier Platform | asihall b gzl catiai daio

Baill Jlaaly 8 sall gd) dakaa :(28-5) JL4I45

@  Upload Image | 5,5.0l 25

@ Classification Result | cayiuail dxyis

8 Thread No: 12.0

# class: (@3

[A Confidence: 0.99%

} [ Dashboard |

08:46 .0

& Zq) P
N8 7 D) f NG Tero/-V/I &

Ll pae dada :(29-5) JSa46
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@ M Dashboard | pilll ael

127.0.0.1

Z Cotton Thread Classifier W Ghandi  [EUSRER] ‘ Dashboard ‘ | Profile | Logout

[l Your Classifications | dyludl &lasiaill

See your yarn classifications and export a full report in PDF.

Download PDF

Class B Confidence Date

0.99% 2025-07-13 05:45

2025-07-13 05:33

2025-06-04 12:29

2025-06-04 11:15

2025-06-04 05:35
:8000/download-pdf/

B dlassification_report Ghandi_2025-07-13 (1).pdf
C @ @Fie E/USER/DOWN/classification_report Ghandi_ 2025-07-13%20(1).pdf
/' Draw Q \ Ask Copilot

M Classification Report for Ghandi

| Thread No. (Ne): 12.0
W Predicted Class: D2

| Confidence: 0.99%

W Date: 2025-07-13 05:45

| Thread No. (Ne): 50.0
W Predicted Class: D4

| Confidence: 1.00%

B Date: 2025-07-13 05:33

| Thread No. (Ne): 30.0
W Predicted Class: A3

® Confidence: 1.00%

W Date: 2025-06-04 12:29

| Thread No. (Ne): 4.0

08:50 yo

) o ENG
) of TeTo/sV/IF

8

pfiile JSdy giliil) s Aadua :(31-5) JSAI48
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@ w Logged Out| zgpall iaus 5

C R O 12704

2 Cotton Thread Classifier [ Login | | signup

£ You have successfully logged out.

Gt oo Bagll S plais 2 gyl Jumuss a5,

2. Login Again | 3aze Jg>WI Juzeus

© 2025 - Ghandi Ahmad - Cotton Classifier Platform | dyihall baysl (ayiai diais

7 Q) o ENG 13:!

CAY Jiausd dadea 1(32-5) JSAI49

@ Login | Django site admin

Django administration @

Username:

Ghandi

Password:

~tm 7 ) b OENG

adsall Cipdia daiua 1(33-5) (S50
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® 127.001

Django administration

Site administration

AUTHENTICATION AND AUTHORIZATION

Groups

CORE
Uploaded images
User profiles

Users

Django administration

Home > Core » Uploaded images

AUTHENTICATION AND AUTHORIZATION

Grouj

CORE
Uploaded images

User profiles

@ site administration | Django site admin
a L

WELCOME, GHANDI. VIEW SITE / CHANGE PASSWORD / LOG OUT 0

Recent actions

My actions

None available

TeTo/-V/I %

sl 53) dakua :(34-5) Jeansl

@ select uploaded image to change | Django site admin
a

VELCOME. GHANDI. YIEW SITE / CHANGE PASSWORD /106 ouT ()

e to change ADD UPLOADED IMAGE +

FILTER

Sho nts

0of 105
wjiGoljj0cing By predicted dlass
USER  THREADNUMBER  PREDICTEDCLASS  CONFIDENCE UPLOADED AT IMAGE PREVIEW

Ghandi L 9890037178993225 July 13, 2025, 5:45 am.

Ghandi L 196203184127808 July 13, 2025, 3:33 am.

Ahmad 1000 8905658721924

) ofs ENG

Aaadl) jgual) jglil daiua :(35-5) JSalis2
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@ Select user profile to change | Django site admin
a
Django administration WELCOME, GHANDI, VIEW SITE / CHANGE pAsswORD /10G out ()

Home > Core > User profiles

Select user profile to change ADD USER PROFILE +
AUTHENTICATION AND AUTHORIZATION

Groups

USER PROFILE
CORE

Ghnadi Ahmad
Uploaded images

Abmad
User profiles

« profiles

@ Ghnadi Ahmad | Change user prafile | Django site admin

@ | ©® 12700138

Django administration WELCOME, GHANDI. VIEW SITE / CHANGE PAssWoRD / Loc out ()

Home > Core > User profiles > Ghnadi Ahmad

Change user profile
AUTHENTICATION AND AUTHORIZATION
HISTORY

Groups Ghnadi Ahmad

User:

CORE
Uploaded images Full name: Ghnadi Ahmad

User profiles

Phone number: +963988183;

Save and add another Save and continue editing

) b ENG

Cratiianall il (axil Aakea :(37-5) JSa54

95



@ Ghnadi Ahmad | Change user profile | Django site admin

-
LA

Django administration WELCOME, GHANDI VIEW SITE / CHANGE Passwom /1o ouT ()

Home s Core s User profiles » Ghnadi Ahmad

@ The user profile “Ghinadi Ahmad® was changed successfully. You may edit it again below.
AUTHENTICATION AND AUTHORIZATION
Groups Add Change user profile

HISTORY

Ghnadi Ahmad
‘CORE
Uploaded images. User:
User profiles

Full name: Ghnadi Ahmad

Users

Organization: SVU- MCS

Phone number:

Save and add another Save and continue editing

0
) b ENG =

Profile | yrasuill alall
2 Cotton Thread Classifier Y Ghandi ‘ Dashboard ‘ Profile ‘ Logout

[ Account Info | wlw=ll Sleglae &R Edit Profile Info | dwoill Okl Jyass

Username Ghandi
Delete My Account / wsluxll
Email gandhihmd@gmail.com

Full name

Ghnadi Ahmad

Organization
SVU- MCS
Phone number

+96395999995999

ave Changes / | - Back

© 2025 - Ghandi Ahmad - Cotton Classifier Platform | &ihill bgusll ciuiad dnio

. 09:
@) b NG

figal) Ciptia I (a lghint day padienal) il gt Aadua :(39-5) JSa1156
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user to change | Django site admin

Django administration

Home » Core » Users

Select user to change

R 0200 0
) NG oo B

sall (A Oalaaual) (pasiioual) Hglis dadua :(40-5) JSaNIST

4SY) Django 4duaie b dualilly L) dgalgll G craliial) Bl 481 .5.7.3
zisd e Django dae ] aladiul decadlly cduildll hagdll djglhe CRial dale Al
S Aalal) dgaldly ZuldY) dgalsll o Jelinll (3@l (Client-Server Architecture)adlali—(lueal)
3 (Synchronous HTTP Requests) &ieljiall cililaialy cbllall 21 e culd <80 delinl) 13
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Basly dylira Biga (e B §rga 250 sl :(1) Galad) 8.1

import cv2

import os

import albumentations as A
import glob

# dnwall Cfylua) dlac)

BASE DIR = os.path.dirname(os.path.abspath(__file ))

REF DIR = os.path.join(BASE DIR, "..", "refs", "Srefs")

SAVE DIR = os.path.join(BASE DIR, "..", "augmented", "Srefs", "classic")
os.makedirs(SAVE DIR, exist ok=True)

print("Reading from:", REF_DIR)
print("Saving to :", SAVE DIR)

# Loe il clalaall elawd L) culiall ddaya

grade map = {
"A5":"A",
"lel: "B"’
"CcsmC,
"DSH: "D"’
}

# asas (e Shlly dunayall Hgeall Jians
refs = {}
for grade, subfolder in grade map.items():
folder path = os.path.join(REF_DIR, subfolder)
candidates = glob.glob(os.path.join(folder path, "*.jpg")) +\
glob.glob(os.path.join(folder path, "*.png"))
if not candidates:
raise FileNotFoundError(f" 4 &5 @l asl oI {folder path}")
img_path = candidates[0]
img = cv2.imread(img_path)
if img is None:
raise FileNotFoundError(f'ssxall 5¢li e oSal &l {img_path}")
refs[grade] = img

print("Loaded images:", list(refs.keys()))

111




# slac) Data Augmentation e Albumentations

transform = A.Compose(|[
A.HorizontalFlip(p=0.5),
A.RandomRotate90(p=0.5),
A.ShiftScaleRotate(shift limit=0.1, scale limit=0.2, rotate limit=15, p=0.7),
A.RandomBrightnessContrast(p=0.5),
A.GaussNoise(var limit=(10.0, 50.0), p=0.3),

D

# ol uang il )b alac)
TARGET WIDTH =512

JPEG_QUALITY =385
USE _GRAYSCALE =False

for grade, img in refs.items():
out grade dir = os.path.join(SAVE DIR, grade)
os.makedirs(out_grade dir, exist ok=True)

for 1 in range(250):
aug = transform(image=cv2.cvtColor(img, cv2.COLOR _BGR2RGB))
out = cv2.cvtColor(aug["image"], cv2.COLOR RGB2BGR)

h, w = out.shape[:2]
scale = TARGET WIDTH / float(w)
new_h = int(h * scale)
out small = cv2.resize(out, (TARGET_WIDTH,
interpolation=cv2.INTER_AREA)

if USE_ GRAYSCALE:
out_small = cv2.cvtColor(out_small, cv2.COLOR_BGR2GRAY)

filename = os.path.join(out_grade dir, f"{grade} aug {i:03d}.jpg")
params = [cv2.IMWRITE JPEG QUALITY, JPEG_QUALITY]
cv2.imwrite(filename, out_small, params)

print(f"'Generated 250 images for grade {grade} — {out grade dir}")

new_h),
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Basly duyybiaa Biga (b Bl §yga 250 s :(2) (salal 8.2

import os

import cv2

import glob

from albumentations import (
Compose, HorizontalFlip, VerticalFlip, RandomRotate90,
ShiftScaleRotate, RandomBrightnessContrast, GaussNoise,
ElasticTransform, GridDistortion, OpticalDistortion

)

def build_transform():
return Compose([
HorizontalFlip(p=0.5),
VerticalFlip(p=0.3),
RandomRotate90(p=0.5),
ShiftScaleRotate(shift limit=0.1, scale limit=0.2, rotate limit=30, p=0.7),
RandomBrightnessContrast(brightness limit=0.2, contrast_limit=0.2, p=0.5),
GaussNoise(var_limit=(5.0, 25.0), p=0.4),
ElasticTransform(alpha=1, sigma=50, alpha_affine=50, p=0.3),
GridDistortion(num_steps=5, distort_limit=0.3, p=0.2),
OpticalDistortion(distort limit=0.2, shift limit=0.1, p=0.2),
D
def augment category(grade, ref dir, out dir, n_samples=250):

sub = grade[0]
folder = os.path.join(ref dir, sub)

candidates = glob.glob(os.path.join(folder, "*.jpg")) + glob.glob(os.path.join(folder,
"*.png"))
if not candidates:
raise FileNotFoundError(f' i 85 (s 22 & {folder}")
ref path = candidates[0]

img = cv2.imread(ref path)
if img is None:
raise FileNotFoundError(f's)swall 5¢)3 33 {ref path}")

h, w = img.shape[:2]
scale =512 / max(h, w)
if scale < 1:
img = cv2.resize(img, (int(w*scale), int(h*scale)), interpolation=cv2.INTER AREA)
transform = build transform()
os.makedirs(out dir, exist ok=True)
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for 1 in range(n_samples):
augmented = transform(image=img)['image']
save path = os.path.join(out dir, f"{grade} aug {i:03d}.jpg")
cv2.imwrite(save path, augmented, [cv2.IMWRITE JPEG QUALITY, 85])
print(f' B4 Augmented {n_samples} images for {grade} — {out_dir}")
def main():
BASE DIR = os.path.dirname(os.path.abspath(__ file ))
REF DIR = os.path.join(BASE DIR, "..", "refs", "Srefs")
OUT BASE = os.path.join(BASE DIR, "..", "augmented", "5refs", "singan")
grades = ["A5", "B5", "C5", "D5"]
for grade in grades:
out_dir = os.path.join(OUT BASE, grade)
augment_category(grade, REF _DIR, out_dir, n_samples=250)
print(" & Done augmenting all categories.")
if name ==" main_ "
main()

Clall cpagsl) e Al saal) gas 3(3) Galal) 8.3

import os
import shutil

base dir = r"E:\SVU\MPR-Final semester\augmented\5refs"
classic_dir = os.path.join(base_dir, "classic")

singan_dir = os.path.join(base dir, "singan")

output_dir = os.path.join(base_dir, "per_class5")

categories = ["AS5", "B5", "C5", "D5"]

os.makedirs(output_dir, exist ok=True)

for cat in categories:
print(f''Processing category: {cat}")

cat output_dir = os.path.join(output_dir, cat)
os.makedirs(cat_output dir, exist_ok=True)

src_classic = os.path.join(classic_dir, cat)
src_singan = os.path.join(singan_dir, cat)

image paths =[]

for src_folder in [src classic, src singan]:
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for filename in sorted(os.listdir(src_folder)):
if filename.lower().endswith(".jpg"):
full path = os.path.join(src_folder, filename)
image paths.append(full path)

for idx, img_path in enumerate(image paths):
new_filename = f"{cat} {idx+1:03}.jpg"
dest path = os.path.join(cat output dir, new_filename)
shutil.copy(img_path, dest path)

print(f' -> Done. Total images: {len(image paths)}")

print("E4 All categories processed and merged into per_class5.")

) Aleny aLAN | gaal) sl 1(4) Galdl) 8.4

import os, shutil, random

SRC = r"E:\SVU\MPR-Final semester\augmented\Srefs\per class5"
DST = r"E:\\SVU\MPR-Final semester\augmented\Srefs\per class5 split"
RATIO =0.8
random.seed(42)
for phase in ["train","val"]:
for cat in ["AS","B5","C5","D5"]:
os.makedirs(os.path.join(DST,phase,cat), exist ok=True)

for cat in ["AS5","B5","C5","D5"]:
imgs = [f for f in os.listdir(os.path.join(SRC,cat)) if f.lower().endswith(".jpg")]
random.shuffle(imgs)
cut = int(len(imgs)*RATIO)
for phase,subset in [("train", imgs[:cut]), ("val", imgs[cut:])]:
for fname in subset:

src_path = os.path.join(SRC,cat,fname)

dst path = os.path.join(DST,phase,cat,fname)

shutil.copy(src_path, dst_path)

print("Data split done.")
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import os

import json

import torch

import torch.nn as nn

import torch.optim as optim

from torchvision import datasets, transforms, models
from torch.utils.data import DatalLoader

import matplotlib.pyplot as plt

def save checkpoint(state, filename="checkpoint classifier5.pth"):
"z dgaill Ob}i e (gad ‘;l\\ gl dhagy Laesoptimizer <yl Alag, """
torch.save(state, filename)

def save training log(train_losses, val accs, filename="training_log5.json"):
"""JA ‘.; ﬁﬂb bw‘ e:\é L‘&; JSON'"""
log = {
"train_losses": train_losses,
"val accs": val accs
b
with open(filename, "w") as f:
json.dump(log, f, indent=2)

def'load checkpoint(filename, model, optimizer):
"""‘._‘:‘)ﬂ\ um\y &_ﬁéjﬂ\ M L -.HH"

checkpoint = torch.load(filename)
model.load state dict(checkpoint['model state dict'])
optimizer.load_state dict(checkpoint['optimizer state dict'])
return (
checkpoint['epoch'],
checkpoint.get('best_acc', 0.0),
checkpoint.get('train_losses', []),
checkpoint.get('val accs', [])

)

def main():
# ole alac)
data_dir =1"E:\SVU\MPR-Final semester\augmented\Srefs\per class5 split"
num_classes =4
batch size =32
num_epochs =10
Ir =le-4
checkpoint_file = "checkpoint classifier5.pth"
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model file ="thread classifier5 best.pth"
log file = "training_log5.json"

device = torch.device("cuda" if torch.cuda.is available() else "cpu")

train_tf = transforms.Compose(|
transforms.Resize(256),
transforms.RandomResizedCrop(224),
transforms.RandomHorizontalFlip(),

transforms.ToTensor(),
transforms.Normalize([0.485,0.456,0.406],[0.229,0.224,0.225]),
D
val tf = transforms.Compose([
transforms.Resize(256),
transforms.CenterCrop(224),

transforms.ToTensor(),
transforms.Normalize([0.485,0.456,0.406],[0.229,0.224,0.225]),

D

# ULl Jyens
train_ds = datasets.ImageFolder(os.path.join(data dir, "train"), transform=train_tf)
val ds = datasets.ImageFolder(os.path.join(data dir, "val"), transform=val tf)
train_ld = Datal.oader(train_ds, batch size=batch_size, shuffle=True, num_ workers=4)
val 1d = Dataloader(val ds, batch size=batch size, shuffle=False, num workers=4)

# 2 3saill ol

model = models.resnet18(weights=models.ResNet18 Weights. IMAGENET1K V1)
model.fc = nn.Linear(model.fc.in_features, num_classes)

model = model.to(device)

criterion = nn.CrossEntropyLoss()
optimizer = optim. Adam(model.parameters(), lr=Ir)

# sl Galisal sl

start epoch =1
best acc =0.0
train_losses =[]
val accs =[]

if os.path.exists(checkpoint_file):
print("[8) wiis s AT (e Gl ")
start_epoch, best acc, train_losses, val accs = load_checkpoint(
checkpoint file, model, optimizer)
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start_epoch += 1
else:

print("§7 s Cuyl ey ")

#;,g)ﬂ\z\}l;

for epoch in range(start epoch, num_epochs + 1):
model.train()
running_loss = 0.0
for imgs, labels in train_1d:
imgs, labels = imgs.to(device), labels.to(device)
optimizer.zero_grad()
outputs = model(imgs)
loss = criterion(outputs, labels)
loss.backward()
optimizer.step()
running_loss += loss.item() * imgs.size(0)

epoch_loss = running_loss / len(train_ds)
train_losses.append(epoch_loss)

# el
model.eval()
correct = 0

with torch.no_grad():
for imgs, labels in val_1d:
imgs, labels = imgs.to(device), labels.to(device)
preds = model(imgs).argmax(dim=1)
correct += (preds == labels).sum().item()
epoch_acc = correct / len(val_ds)
val_accs.append(epoch_acc)

print(f"Epoch  {epoch}/{num epochs} Loss:

{epoch acc:.4f}")

# z3sai Juadl Jaza

if epoch_acc > best_acc:
best acc =epoch acc
torch.save(model.state dict(), model file)

print("Ed Jeail £ 350 Laial™)

# gl dady Jaes

save checkpoint({
'epoch': epoch,
'best acc': best acc,

{epoch_loss:.4f}

Val

Acc:
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'model state dict": model.state dict(),
'optimizer state dict': optimizer.state dict(),
'train_losses': train_losses,
'val accs': val accs,

}, checkpoint_file)

save training_log(train_losses, val accs, log_file)

plt.figure()

plt.plot(range(1, len(train_losses)+1), train_losses, label="Train Loss")
plt.xlabel("Epoch"); plt.ylabel("Loss"); plt.title("Training Loss Curve")
plt.grid(); plt.legend(); plt.savefig("train_loss_curve5.png"); plt.close()

plt.figure()

plt.plot(range(1, len(val accs)+1), val accs, label="Val Accuracy", color='green")
plt.xlabel("Epoch"); plt.ylabel("Accuracy"); plt.title("Validation Accuracy Curve")
plt.grid(); plt.legend(); plt.savefig("val acc curveS.png"); plt.close()

print(f"\n [2 Training complete. Best Val Acc: {best_acc:.4f}")

if name ==" main_ "

main()

Giadl b Aariiually casdil) 7 3lad sl dualsd 1(6) Galdl) 8.6

import 0s

import argparse

import torch

import torch.nn as nn

from torchvision import transforms, models
from PIL import Image

defload _model(weights_path: str, device: torch.device, num_classes: int = 4):
model = models.resnet1 8(pretrained=False)
model.fc = nn.Linear(model.fc.in_features, num_classes)
state = torch.load(weights path, map_location=device)
model.load state dict(state)
model.to(device).eval()
return model

def predict_image(model, img_path: str, device: torch.device, class names):
if not os.path.isfile(img path):
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raise FileNotFoundError(f"s)sall 2af &l: {img_path}")

tf = transforms.Compose(|[
transforms.Resize(256),
transforms.CenterCrop(224),
transforms.ToTensor(),
transforms.Normalize([0.485,0.456,0.406],
[0.229,0.224,0.225]),

D

img = Image.open(img_path).convert('RGB')
x = tf(img).unsqueeze(0).to(device)

with torch.no_grad():
logits = model(x)
probs = torch.softmax(logits, dim=1)[0]
conf, idx = probs.max(0)

return idx.item(), conf.item(), probs.cpu().tolist()

def main():

if name ==" main ":

parser = argparse. ArgumentParser(description="1s¥) ol Ciiae 5uda Bygen Ciniai")
parser.add argument('--image', required=True,
help="\lgasail §)sall ;L")
parser.add_argument('--weights', default="thread classifier5 best.pth",
help="Lssall (3s¥) Cale las)
args = parser.parse_args()

device = torch.device("cuda" if torch.cuda.is_available() else "cpu")
class_names = ["A5", "B5", "C5", "D5"]
model = load_model(args.weights, device, num_classes=len(class_names))

1dx, confidence, all probs = predict image(model, args.image, device, class_names)

print(f'[E4 Predicted class: {class_names[idx]} (Confidence: {confidence*100:.1f}%)\n")

print(" 1] Probabilities:")
for name, p in zip(class_names, all_probs):
print(f" {name}: {p*100:5.1f}%")

main()
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Zisal I8 ALY Abghas pu) (b dadiieual) duaj sl (7) Galad 8.7

import os

import torch

import torch.nn as nn

from torchvision import models, transforms, datasets

from sklearn.metrics import confusion matrix, classification report
import seaborn as sns

import matplotlib.pyplot as plt

# lyleadl 2lac)

model path = r"E:\SVU\MPR-Final semester\classifier\thread classifier5 best.pth"
data dir =r"E:\SVU\MPR-Final semester\augmented\Srefs\per class5 split\val"
output_dir = r"E:\SVU\MPR-Final semester\classifier"
val tf = transforms.Compose([

transforms.Resize(256),

transforms.CenterCrop(224),

transforms.ToTensor(),
transforms.Normalize([0.485,0.456,0.406],[0.229,0.224,0.225]),

D

# bl Juens

val ds = datasets.ImageFolder(data dir, transform=val_tf)

val loader = torch.utils.data.Datal_oader(val_ds, batch_size=32, shuffle=False)

class names = val_ds.classes
num_classes = len(class_names)
# G.J _94.'\5\ d:mai
device = torch.device("cuda" if torch.cuda.is_available() else "cpu")
model = models.resnetl 8(weights=None)
model.fc = nn.Linear(model.fc.in_features, num_classes)
model.load state dict(torch.load(model path, map_ location=device))
model = model.to(device)
model.eval()
# sl
all_preds =[]
all labels =[]
with torch.no_grad():
for imgs, labels in val_loader:

imgs, labels = imgs.to(device), labels.to(device)

outputs = model(imgs)

_, preds = torch.max(outputs, 1)

all preds.extend(preds.cpu().numpy())

all labels.extend(labels.cpu().numpy())
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# Aoy ddghna
cm = confusion_matrix(all labels, all_preds)

print("\n[5] Classification Report:")
print(classification report(all labels, all preds, target names=class names))

plt.figure(figsize=(6,5))

sns.heatmap(cm, annot=True, fmt='d", cmap="Blues',
xticklabels=class names, yticklabels=class names)

plt.xlabel("Predicted Label")

plt.ylabel("True Label")

plt.title("Confusion Matrix")

plt.tight layout()

confusion_matrix_path = os.path.join(output_dir, "confusion_matrix5.png")

plt.savefig(confusion_matrix path)
plt.show()

print(f" 4 & L)Y ddgheas ais S {confusion_matrix_path}")
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Abstract

This thesis addresses a fundamental problem in the spinning and textile industry:
the subjective and inconsistent evaluation of cotton yarn appearance according to
the ASTM D2255-09 standard. The traditional assessment method, which relies
on human expertise and visual comparison, leads to a lack of consistency, errors
in quality and price determination, and significant waste of time and resources.

This research aims to develop a fully intelligent and objective system for
evaluating yarn appearance by leveraging the analytical capabilities of computer
vision and artificial intelligence. To achieve complete independence from human
intervention and improve assessment accuracy, five models were designed and
trained using Convolutional Neural Networks (CNNs)—a key deep learning
technique for image analysis—to perform accurate yarn appearance classification.
Following a comprehensive evaluation of the models, an interactive web platform
was developed to enable factories to conduct professional and objective quality
assessments. This system is expected to provide substantial savings in resources,
time, and cost, in addition to ensuring a continuous improvement in the final
product's quality. This research serves as a practical application of modern
technologies in evaluating yarn properties and provides a solid foundation for

future research in the textile sector.

Keywords: Cotton Yarn Appearance, Digital Image Processing, Machine

Learning, Deep Learning, Automated Classification, Web Platform.
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